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	 Soft sensing technology is an effective way to solve the problem that important quality 
indicators of processing industries cannot be detected online, especially in the chemical industry. 
Owing to the complex working conditions, strong nonlinearity, strong coupling, and time-
varying characteristics of chemical production processes, how to establish a soft sensing model 
with good prediction performance has become a valuable research topic. A soft sensing model 
based on a single-model method cannot guarantee global prediction accuracy, and the model 
stability is poor. A hybrid modeling method can integrate different modeling methods to 
describe the process characteristics of an object more comprehensively, so as to significantly 
improve the prediction accuracy and stability of the soft sensing model. In this paper, the key 
process parameter (solid-liquid ratio) in the evaporation salt (ES)-making process is taken as an 
example to carry out the following research. Firstly, aiming at the problems of production data 
obtained from the chemical industry, such as missing values, data inconsistency, high 
dimensions, high correlation, and time-series characteristics of features, an effective feature 
extraction method is proposed. On this basis, two data-driven models, the deep neural network 
(DNN) model for non-temporal regression prediction and the long short-term memory neural 
network (LSTM) model for temporal regression prediction, are established, and the regression 
performance of these two soft sensing models is evaluated. Secondly, another feature selection 
method based on prior domain knowledge, expert experience, and data mining is proposed. On 
this basis, a hybrid soft sensing model, the LightGBM model, is constructed for key process 
parameter prediction under different feature inputs, and the regression performance is evaluated. 
Simulation results demonstrate that introducing domain knowledge and expert experience to the 
modeling can enhance the interpretability of models, simplify the molding process, and further 
improve model performance.
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1.	 Introduction

	 To attain good quality control, many manufacturers carry out real-time and accurate 
detection of product quality or important process variables. The important process variables, 
also called key quality indicators, are closely related to product quality and have a great impact 
on production process quality control and optimization. However, in some typical processing 
industries, such as the chemical industry, it is difficult or dangerous to measure key quality 
indicators in real time. Soft sensing was proposed by Brosilow and Tong as a methodology to 
resolve the problem of difficult measurement.(1)

	 The evaporation salt (ES)-making process in salt chemical production is taken as the 
processing industry scenario. Evaporation process data (clearly marked data) from an actual salt 
chemical enterprise are selected as the study data for the chemical industry, and the solid-liquid 
ratio, a crucial progress quality indicator, is chosen to be monitored and predicted as the soft-
sensing object.
	 On the basis of the process data and prior domain-specific knowledge, various judicious data-
processing methods are designed to resolve problems such as high dimensions, mixed data 
types, missing values, duplicate values, and abnormal values. In addition, three different core 
production parameter (solid-liquid ratio) prediction models for the chemical industry are 
established in which input-related production parameters are inputted at a certain time and the 
solid-liquid ratio at the current time is outputted. In this way, the manufacturer can make an 
advance judgement on whether the solid-liquid ratio is within the range of golden threshold 
values, so as to ensure process stability, avoid the loss caused by a process quality decline or 
fluctuation, improve the product quality and output, and realize energy conservation and 
environmental protection.
	 As reported in this paper, we aim to design universal modeling methodologies for the 
chemical industry based on data and knowledge data; to propose useful methods for common 
and classical data quality issues, such as missing values, the high correlations and dimensions of 
features, and the temporality of features; and to realize effective prediction models for the 
regression analysis of key quality variables.

2.	 Related Work

	 Generally, the modeling method for soft sensing in industrial processes can be roughly 
classified into three categories: mechanism modeling, data-driven modeling, and hybrid 
modeling. With the progress of intelligent sensing technology and data mining, more online or 
offline applications of intelligent soft sensing have been developed, which utilize easily 
measured process variables to estimate difficult-to-measure variables. In principle, the 
development of soft sensors can be regarded as a regression problem, so various supervised 
machine learning algorithms have been applied.
	 Li et al. designed a genetic neural fuzzy system and used the genetic algorithm and 
backpropagation algorithm to train the model to improve system accuracy and accurately predict 
the weight of injection molded parts.(2) Wang et al. applied a novel soft sensing method based on 
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partial least-squares regression to perform the real-time measurement of product quality in a 
refining process.(3) Pani et al. developed a backpropagation neural network for a rotary cement 
kiln for the soft sensing of clinker quality parameters.(4) Liu et al. proposed a hybrid method 
called the least-squares support vector machines with ant colony-immune clone particle swarm 
optimization for soft sensing of the key quality variable MI in propylene polymerization.(5) 
Aye et al. combined linear regression with a classification module, aiming to solve the problem 
that the aging of a telescopic probe affects the detection results of semiconductor quality.(6) 
Nawaz et al. proposed an artificial neural network (ANN) and four hybrid neural networks 
(PCA-Kalman NN, PCA NN, Kalman NN, and non-NN) for data-driven soft sensing in a 
sidestream anammox process.(7) Zhu et al. summarized the application of deep learning in data-
driven soft sensing modeling methods.(8)

	 In summary, conventional regression methodologies, optimization algorithms, and new 
intelligent techniques can be effectively applied in data-driven soft sensing. However, there has 
been insufficient research and attention paid to hybrid modeling methods.

3.	 Methodology

	 Manufacturing processes in the chemical industry are complex, uncertain, and nonlinear, 
which make it more difficult to build an accurate mathematical model. In this study, three 
universal modeling methodologies for processing industries to perform key quality variable 
prediction based on data (Methodologies 1 and 2) and based on knowledge data (Methodology 3) 
are proposed as shown in Fig. 1. Different prediction models are used in the methodologies: the 
deep neural network (DNN) for Methodology 1, long short-term memory (LSTM) for 
Methodology 2, and light gradient boosting machine (LGBM) for Methodology 3. Furthermore, 

Fig. 1.	 Three methodologies for key quality variable prediction.
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effective methods and models are proposed to solve common and classical feature issues, such as 
high correlations and dimensions, and time sequences. In Methodology 1, low-variance and 
linear correlation filters and the SVM-LGBM regressor are adopted, whereas in Methodology 2, 
only filters are applied. However, Methodology 2 resolves the time sequence issue through the 
LSTM model. In Methodology 3, the LGBM regressor combined with knowledge and experience 
is utilized for features with a high correlation and dimension.

3.1	 Business analysis of production process

	 For the main salt-making process of vacuum ES making in the modern chemical industry, the 
solid-liquid ratio is a core process index that has a great impact on the quality of the salt 
produced. The prior knowledge related to the manufacturing process of sodium nitrate identifies 
five production parameters as the vital quality indicators for the solid-liquid ratio, which are 
listed in Table 1. In addition, the collection of the following six production parameters in the 
same production equipment to predict the solid-liquid ratio is recommended by an expert from 
manufacturing: the discharge flow of salt slurry from the salt leg; the outlet temperature of the 
feed liquid; the inlet temperature of the feed liquid; the liquid level; the actual value of flow 
control for salt leg washing; the actual value of brine flow control.

3.2	 Data analysis of production process

	 The ES dataset adopted in this study is obtained from a real salt chemical enterprise. The ES 
dataset is collected from the core equipment contained in the sodium nitrate production process 
in the salt production line by vacuum evaporation.
	 This dataset has 43201 records, indexed from 0 to 43200. Only 10 records of this dataset 
contain a null value, which will not be a problem because of the small number compared with the 
number of records (43201). This dataset has 1936 features (discrete and continuous features 
coexist). Each feature is named by the enterprise using a letter and symbol, which are abstract 

Table 1
Description of production parameters affecting solid-liquid ratio in domain knowledge.
No. Name Value scope Description 
1 Steam pressure >0.45 Steam pressure is relatively high for better production.

2 Steam temperature  260 Steam temperature is usually related to steam pressure and should not be 
too high, normally 260 °C. 

3 Current value of 
circulating pump 470–550

If the current value of the circulating pump continues to rise, the solid-
liquid ratio should be high and the opening of the salt leg valve must be 
increased; if it continues to decrease, the solid-liquid ratio should be low 
and the opening of the salt leg valve must be reduced; if the current rises 
suddenly, the pipeline should be blocked.

4 Opening of salt leg 
valve 0–100 When the valve is fully open, the salt leg volume should be 60 m2, 

and if it is 40 m2, it means that the pipeline is obstructed.

5 Salt discharge of 
salt leg 0–90

When the salt is fully discharged, the effect of changing the solid-liquid 
ratio can be seen in about 10 min. When the salt discharge is small, it may 
take about 30 min.
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and difficult to understand. However, the full name and the practical role of each feature in 
production can be understood through the data dictionary provided by the enterprise.
	 In summary, the ES dataset is a typical dataset of a processing industry that contains the 
following problems that need to resolved: (1) Inconsistency of data format: There are 718 discrete 
columns whose value is a character type, including a time column and a column indicating the 
state of the switch. (2) High number of dimensions: The number of features in the original 
dataset is as high as 1934. (3) Time-varying: For the chemical processing industry, the time 
variation of its parameters (such as pressure, temperature, flow, etc.) in a time series cannot be 
ignored in the data analysis.

3.3	 Design of regression model based on nontemporal data

	 Machine learning, data mining, and other technologies are used to build a regression model 
based on nontemporal manufacturing process data, and the modeling process is shown in Fig. 2.

(1)	Data preprocessing
A.	Discrete column digitization
	 The discrete column is used to represent the switch in the dataset using the character type, 

whose value is “OFF” or “ON”. After digitization, “OFF” is set to 0 and “ON” is set to 1.
B. Feature selection using low-variance filter
	 The variance reflects the difference between most of the values and their average values. If 

the difference is large, the variance will be large, and if the difference is small, the variance 
will be small. Low-variance filtering is performed directly on the raw data for feature 

Fig. 2.	 Modeling process for key quality variable based on nontemporal process data.
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filtering according to a threshold. If the feature’s variance is less than the threshold, this 
feature will be identified as having no effect on sample discrimination, and it is discarded.

C.	 Normalization using min-max method
D.	Feature selection by linear correlation filter
	 The linear correlation between features is calculated, features with extremely strong 

correlation are found, then, according to the association path, features with the largest 
variance are retained.

E.	 Remove time-series data

(2)	Missing value filling
	 Although the proportion of missing values in this dataset is small, missing value interpolation 
is still performed. Discrete features are filled with the mode value, and continuous features are 
filled with the mean value. The mode value refers to a value reflecting the centralized trend in 
the statistical distribution, which is likewise the most frequently occurring value in a dataset.

(3)	Embedded feature selection using support vector regressor
	 The basic idea of the support vector regression (SVR) algorithm is to find a regression plane 
using Eq. (1), so that all the data in a set are closest to the plane,(9) 

	 *
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where x is the input variable; ai and ai
* are Lagrange multipliers (ai, ai

* ≥ 0); β is bias; φ is the 
mapping function; k(xi, x) is the kernel function (which is a linear function in this section).

(4)	Embedded feature selection using LightGBM regressor
	 The gradient boosting decision tree (GBDT) using the gradient-based one-side sampling 
(GOSS) algorithm and exclusive feature bundling (EFB) algorithm is called LightGBM.(9) 

Feature selection by LightGBM adopts the gain of each feature when the tree model splits nodes 
to evaluate the importance of features. Other feature selection algorithms take the number of 
feature splittings as the evaluation method.
A.	The core function of GOSS is to optimize sampling optimization samples of the training set.

a.	 Samples with a larger gradient are retained.
b.	 Samples with a small gradient are randomly sampled.
c.	 When calculating the gain, the weight coefficient is added to the samples with a small 

gradient.
B.	 The EFB algorithm is used for feature extraction, binding mutually exclusive features (one 

feature value is zero, one feature value is not zero), and reducing the feature dimension.
a.	 Input: feature F, maximum number of conflicts K, graph G.
b.	 Output: feature bundles.
c.	 A graph with weighted edges is constructed, which corresponds to the total conflict 

between features. The features are sorted in descending order by their degree in the graph. 
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Each feature in the ordered table is examined and assigned to an existing bundling with 
minor conflicts, or a new bundle is created.

(5) Regression analysis by DNN
	 A fully connected feedforward DNN is used for regression analysis.

(6) Measure fitting performance
	 The root mean square error (RMSE) is adopted to measure the fitting performance of the 
regressor, which indicates the error between the predicted variable value and the actual value. 
The mathematical definition of RMSE is 

	
( )2, ,1
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n
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−

=
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3.4	 Design of regression model based on time-series data

	 By focusing on time-series data, the time-varying characteristics of the production process 
are introduced to better mine the potential production rule. A regression model based on 
manufacturing process data is designed as shown in Fig. 3.
	 The modeling process shown in Fig. 3 is very similar to that in Fig. 2, except that time-series 
data are added to the dataset, and the prediction model is an LSTM network. The basic idea of 
the LSTM is to introduce a gate control device to deal with the problems of memory/forgetting, 
input degree, and output degree.

Fig. 3.	 Modeling process for key quality variable based on time-series data.
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3.5	 Design of regression model based on knowledge and data

	 Prior knowledge and expert experience are introduced to the model shown in Fig. 4, which is 
particularly meaningful for most engineering applications, especially process engineering 
applications. LightGBM, an upgraded framework based on the GBDT algorithm, is applied to 
realize feature selection and regression analysis at the same time.(10,11) Feature selection by 
LightGBM is based on a tree model such as extreme gradient boosting (XGBoost). It is composed 
of two parts: a decision tree algorithm and a gradient boosting algorithm. 
	 “Light” mainly refers to three aspects: fewer samples, fewer features, and less memory, 
which is realized through GOSS, EFB, and a histogram. The regression process based on 
LightGBM is described as follows.
(1)	Input data to the first tree and predict.
(2)	Calculate the residual error between the learning result of the previous tree and the final 

regression target and use it as the learning target of the second tree. The attenuation should be 
multiplied to prevent overfitting in this step.

(3)	Repeat the above learning process until the end.
(4)	Calculate the final predicted value as the sum of the predicted values of each tree.

Fig. 4.	 Modeling process for key quality variable based on knowledge, experience, and data.
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4.	 Simulation and Evaluation

4.1	 Regression analysis based on nontemporal data

	 The simulation for the regression analysis based on nontemporal manufacturing process data 
shown in Fig. 2 is illustrated as follows.

(1) Data preprocessing
A.	Discrete column digitization: Perform digitization on 717 columns, which are all discrete 

columns, except for the time column.
B.	 Feature selection using low-variance filter: Do low-variance filtering directly on the raw data 

without normalization, setting the variance threshold to be 0.0001. After filtering, 571 
features are retained and 1362 features are discarded.

C.	 Normalization using min-max method.
D.	Feature selection by linear correlation filter: Find 429 features with extremely strong 

correlation (linear correlation greater than 0.8 or less than −0.8) and, according to the 
association path, discard 312 features.

E.	 Remove time-series data.

(2) Filling in missing values

(3) Embedded feature selection using support vector regressor
	 The weight of features calculated using the support vector regressor is used for feature 
selection. The features whose weight values are in the top 25% of all feature weight values are 
selected as important features. After operation, 194 important features are selected.

(4)	Embedded feature selection using LightGBM regressor
	 The weight of features calculated using the LightGBM regressor is used for further feature 
selection and important features are selected. The quantile of the feature weight is calculated, 
and the quantile whose weight score is greater than or equal to 10 is selected as an important 
feature. After further selection, 84 important features are selected.

(5) Build dataset
	 The dataset is randomly divided in the ratio of 70:30 for training and testing, respectively, 
and fivefold cross-validation is performed.

(6) Regression analysis by DNNs
	 A fully connected feedforward DNN model is built. There are 64 nodes in the first layer, 32 
nodes in the second layer, 16 nodes in the third layer, and one node in the fourth layer. The first 
three layers use the ReLU activation function. The dataset is input to this model for training, 
validation, and testing. Then the experimental results are analyzed, the parameters of the model 
are adjusted, and then training, validation, and testing are carried out again.
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	 The experimental results discussed in this section are based on the test dataset, in which the 
number of samples is 12963 and the feature dimension is 85. The RMSE of the prediction model 
for the solid-liquid ratio is 0.1, which means that the model has a perfect prediction performance. 
Furthermore, the feature reduction in this section performed using the combined feature 
selection model also works well, which reduces the feature dimension from 1936 to 84. The 
number of feature dimensions of the ES dataset is thus decreased by 95.6%.

4.2	 Regression analysis based on time-series data

	 Since many of the simulation steps shown in Fig. 3 are similar to those in Fig. 2, in this 
section, only the construction of the LSTM model by “Sequential” in Keras (the Python deep 
learning API), which is a way to organize the network layer sequentially, is described. The first 
layer is the embedding layer for the input; the second layer is the LSTM layer with a dropout rate 
of 0.2 between the first layer and the second layer; the third layer is the dense layer with a 
dropout rate of 0.2 between the second layer and the third layer, which is a fully connected layer 
that uses the ReLU activation function.
	 All results discussed in this section are based on the test dataset, in which the number of 
samples is 12963 and the feature dimension is 86 (85 selected important features plus one 
temporal feature). The RMSE of the prediction model for the solid-liquid ratio is 0.38, which 
means that this model has a good prediction performance.

4.3	 Regression analysis based on knowledge and data

	 The simulation for the regression analysis based on knowledge and data shown in Fig. 4 is 
described as follows.

(1) Feature selection based on prior knowledge
	 According to the prior knowledge, the vital features listed in Table 2 related to the selected 
production equipment and line are found from the original dataset. Only five columns (all 
continuous data) are selected on the basis of prior knowledge.

(2) Feature selection based on expert experience
	 According to expert experience, in addition to the features selected on the basis of prior 
knowledge, there are also some features related to the current equipment in production that must 
be selected. Only the five features (all continuous data) listed in Table 3 are selected on the basis 
of prior knowledge.

(3) Feature selection based on LightGBM
	 Construct the LightGBM: Evaluate the importance of features F0–F9 selected on the basis of 
knowledge and expert experience. List the output features in descending order according to the 
importance score, and select features based on the importance score. Four features (F3, F6, F5, 
F0) with the highest importance scores are selected.



Sensors and Materials, Vol. 33, No. 8 (2021)	 2799

(4) Feature selection based on LightGBM combined with prior knowledge
	 Check the features selected in Step 3 to establish whether the vital features (F0–F4) are all 
included. If they are all included, do not make any changes; if not, add the missed features. As a 
result, seven features (F3, F6, F5, F0, F1, F2, F4) are selected.

Table 2
Description of vital features selected on the basis of prior knowledge.
No. Description 
F0 Flow control of salt slurry discharge from salt leg
F1 Flow control of actual value of salt leg salt slurry discharge
F2 Preset value of flow control for salt leg salt slurry discharge
F3 Steam pressure
F4 Discharge flow of salt slurry from salt leg

Table 4
Comparison of prediction performances based on different features.
RMSE Feature dimension Feature description 
2.53 5 Selected on the basis of prior knowledge: F0–F4
2.10 10 Selected on the basis of knowledge and expert experience: F0–F9
2.65 4 Selected on the basis of machine learning: F3, F6, F5, F0
0.08 7 Selected by machine learning and prior knowledge: F3, F6, F5, F0, F1, F2, F4

Table 3
Description of vital features selected on the basis of expert experience.
No. Description 
F5 Outlet temperature of feed liquid
F6 Inlet temperature of feed liquid
F7 Liquid level
F8 Actual value of flow control for salt leg washing
F9 Actual value of brine flow control

	 Construct the LightGBM model with classical or default parameter values. Input the dataset 
into this model for training, validation, and testing. All results discussed in this section are based 
on test datasets in which the number of samples is the same but the feature dimension and 
content are different. The average RMSE values are listed in Table 4. In the experiments, the 
same regressor is applied, the same number of samples is input, and only the features are 
different. However, there is a huge performance gap between the best performance (RMSE of 
0.08) and the worst performance (RMSE of 2.65); the RMSE is decreased by 97%. This dramatic 
performance difference originates from the different feature selection methods. The features 
used in the experiment with the best performance are selected on the basis of knowledge data 
mining. The features used in the experiment with the worst performance are selected on the 
basis of machine learning. The experiments demonstrate that the physical meanings of the 
features are important for feature selection and modeling and that domain-specific knowledge is 
helpful in feature selection and modeling.
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5.	 Conclusions

	 Modeling is the cornerstone of engineering data analysis. By taking the data modeling of the 
salt-making process as an example, an in-depth study is carried out on the background for key 
quality variable prediction in the chemical industry.
	 We first design various feature selection methods for general industrial data. First, the feature 
selection methods of the low-variance filter, high-correlation filter, embedded SVR regressor, 
and LightGBM regressor are applied synthetically or separately. In experiments in which these 
methods are applied synthetically or two filters are applied synthetically, there is no significant 
difference in feature dimension reduction, with the feature dimension reduced from 1936 to 84 
and 86, respectively. Second, knowledge is introduced into the LightGBM regressor to perform 
feature selection, and the feature dimension is reduced from 1936 to 7. It is verified by 
experiment that all these methodologies for feature selection can effectively resolve the problems 
of high correlation and high dimension at the same time.
	 In addition, we design various quality variable prediction models for the chemical industry. 
The first is based on a DNN using nontemporal data, the second is based on LSTM with time-
series data introduced, and the third is the LightGBM regressor with prior domain knowledge 
and expert experience introduced for use as a gray-box model. The experimental results show 
that the prediction RMSE of non-time-series regression is 0.1, the RMSE of regression 
considering time variation is 0.38, and the RMSE of regression after introducing knowledge into 
the LightGBM regressor is 0.08.
	 In summary, compared with a model based on data, introducing knowledge can have a 
positive effect on feature dimension reduction and regression performance at the same time. In 
other words, introducing domain knowledge into modeling can enhance the interpretability of 
models, simplify the modeling process, and improve the model performance. In future research, 
a core issue will be how to better integrate the data-driven method for perception and the 
knowledge-driven method for cognition in a hybrid model to enhance the robustness and 
universality of the model
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