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	 Robotic arms are widely used in the automation industry to package and deliver classified 
objects. When the products are small objects with very similar shapes, such as screwdriver bits 
with slightly different threads, pointed tips, and thicknesses, object selection and assembly often 
lead to misjudgment. We have developed a practical robotic arm control system based on vision 
detection techniques for screwdriver bits’ placement. In addition to effectiveness, easy 
deployment and high flexibility in the field are also taken into account. The vision-based system 
consists of four processing stages in the following order: world coordinate conversion from 
image pixel coordinates, object detection, edge detection, and object orientation. In the first 
stage, a manual two-point marking method is proposed to easily configure the coordinate 
conversion for robot operating system (ROS)-based manipulators. For the following stages, we 
focus on the fine integration of state-of-the-art methods for the technical feasibility of the 
screwdriver bit placement. Such integration includes the selection between object detection 
methods and the data flow control among system stages. The experimental results show that (1) 
in detecting screwdriver bits, You Only Look Once (YOLO) v4 outperforms YOLOv7 and 
Single Shot MultiBox Detector at an accuracy rate of 99.51%; (2) in the edge detection, the object 
detection output can better illustrate the object contour than a whole image, achieving a mean 
absolute error of 0.86% in estimating the object angle; and (3) a successful real-time replacement 
rate of 96% is achieved for 12 screwdriver bits randomly scattered on a conveyor belt.

1.	 Introduction

	 As Industry 4.0 and IoT accelerate their integration to realize the smart factory concept, 
modern robots are moving towards a future of fully automated and autonomous operations. In 
the present day, a large amount of human resources is required for object sorting and operation 
processes, and the manufacturing industry has been striving to control production costs, 
including labor salary, machine maintenance cost, and the cost of materials. When robotic arms 
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assist the assembly line, overall productivity can be improved. Although the robotic arm can 
perform repetitive pick-and-place actions for a long time, what the robotic arm can do is still 
limited without the assistance of a vision system or sensing techniques. For instance, as multiple 
objects are scattered on the conveyor belt, obtaining the position, posture, and type of target 
object for object placement is difficult. Traditional machine vision is regarded as one of the 
solutions to full automation; problems such as light exposure/shadows/reflections, camera 
position, complex geometry, and surface roughness of objects can increase the complexity of 
object recognition on the conveyor belt. Consequently, the general machine vision may not 
support a precise classification of diverse materials and tools in the assembly line. From the 
abovementioned difficulties, object recognition and placement for vision-based robotic arm 
automation remain challenging. 
	 The first step in applying machine vision to robotic-arm-based applications is to deploy a 
camera in either an eye-in-hand manner or an eye-to-hand manner. In the eye-in-hand 
deployment method, a camera is installed at the end of the robotic arm, and the object’s position 
can be detected through the movement of the robotic arm. Since the camera is attached to the 
robotic arm, such deployment is adaptive to the detection area. The eye-in-hand deployment also 
demands a high-quality camera with depth detection capability to prevent frequent object 
detection failure.(1) In the eye-to-hand deployment, the camera is fixed on one side or above the 
working area. Accordingly, the objects’ position, angle, and movement in the working area can 
be observed as a whole. Furthermore, the captured images are less disturbed by light, and the 
robotic arm can be expected to pick up objects more stably and accurately.(2)

	 Traditionally, machine vision can achieve object recognition, object positioning, and pose 
estimation to develop diverse robotic-arm-based applications. In Refs. 3 and 4, an edge detection 
method, namely, Canny, is adopted to extract the object contour to determine the object’s center 
position. Then, the position of an object in the vision system (typically, images captured by a 
camera) is converted to the coordinate system of the robotic arm for object grasping. In Ref. 5, a 
medium filter is utilized first to reduce the noise and enhance the object’s features for the 
processed image. Then, the image segmentation is applied to obtain a specific region covering 
the object. Finally, the robotic arm grasps the object at the angle calculated by the edge detection 
method. On the other hand, machine learning techniques can be involved in a vision-based 
robotic arm grasping system to enhance machine vision performance. In Ref. 6, an object shape 
classifier using the support vector machine (SVM) was used to effectively classify the targets 
into four shapes: spherical, cubic, spherical hole, and square hole. The orientation of each square/
spherical hole is obtained using an image-based object orientation estimation algorithm for 
spherical/cubic objects. Although machine learning techniques such as SVM effectively classify 
objects, the vanishing gradient problem can fail the learning process and limit the sample size 
and computation capability.
	 When AlexNet is proposed for the deep convolutional neural network (DCNN),(7) deep 
learning is widely applied to machine vision applications.(8,9) To balance a tradeoff between 
accuracy and speed in object recognition, deep-learning-based object detection methods can be 
divided into two categories: two-stage and one-stage methods. In the two-stage method, the 
region proposals are generated via one convolutional neural network (CNN) module, and a 



Sensors and Materials, Vol. 36, No. 3 (2024)	 1005

feature pyramid network (FPN) based on another CNN is adopted to obtain the position for each 
object category. The well-known two-stage methods include region-based CNN (R-CNN),(10) 
Fast R-CNN,(11) and Faster R-CNN.(12) Cheng et al. presented a densely connected FPN that 
operates as the feature extractor, and the two-stage detection system is attached to each fused 
layer to make multiple grasp pose predictions.(13) Generally, the two-stage detection method has 
a high object detection accuracy with low detection speed. On the other hand, the one-stage 
detection method classifies and locates each pixel instead of generating region proposals, leading 
to a higher object recognition speed than the two-stage detection method. Several common one-
stage detection methods are You Only Look Once (YOLO)(14) and Single Shot MultiBox 
Detector (SSD).(15) The work described in Ref. 16 shows the deployment of a two-dimensional 
(2D) camera and the application of YOLO to detect objects on a running conveyor belt with a 
constant speed on a frame-by-frame basis. In Ref. 17, Pan et al. presented a manipulator-based 
package sorting and placing system. This system includes two major steps: (1) using YOLOv3 to 
obtain the object’s center point and (2) applying the edge detection technique to calculate the 
length and width of the target package for manipulator grasping. According to the comparison of 
related works between two-stage and one-stage detection methods, the one-stage detection 
method can better preserve the timely requirement for vision-based manipulator applications 
even though the two-stage detection method typically attains a higher accuracy rate.
	 In this paper, we present a vision-based object grasping and placing system using robotic 
arms. Specifically, the proposed system aims to practically apply screwdriver bits with 12 
different types in the field. The manual screwdriver bits are characterized by small size and 
nearly similar shapes. There are slight differences in thread, point tip, and thickness among 
screwdriver bits. Object recognition, grasping, and placement are challenging for target objects 
with small sizes for robotic arm control. The experimental settings, including materials, 
equipment, and operation procedure, mimic the assembly line configurations in the screwdriver 
bit manufactory. An industrial robotic arm using the robot operating system (ROS) with 
MoveIt(18) is installed to control the gripper in grasping and placing the target object on a 
conveyor belt. The eye-to-hand camera deployment is considered by default. In addition to the 
effectiveness, the proposed system also focuses on easy configuration and high flexibility for 
such field-based applications. The major components of our system include (1) world coordinate 
conversion from image pixel coordinates, (2) object detection, (3) edge detection, and (4) object 
orientation. In (1), a manual two-point marking method conducts the coordinate matching 
between the pixel coordinates in the image to the world coordinates of the manipulator so as to 
achieve an easy configuration of coordinate conversion for ROS-based systems. In (2), adapting 
state-of-the-art object detection methods to the field-based application can provide high 
flexibility in optimizing the system’s performance. In this paper, three one-stage object detection 
methods, namely, YOLOv4, YOLOv7, and SSD, are conducted to compare their corresponding 
performance charcteristics in classifying screwdriver bits with slight differences. In (3) and (4), 
the proposed system focuses on integrating the detection results from (2) with the image 
processing method to obtain the object contour and then to calculate the orientation (i.e., angle) 
for grasping purposes. Real-time performance statistics indicate that the presented system can 
effectively classify and pick up 12 different driver bits scattered on the conveyor belt to the 
specified area in the storage box.
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	 This paper is organized as follows. In Sect. 2, we describe the architecture and components of 
the proposed system. The materials and tools used in the paper are also included in this section. 
In Sect. 3, we present the dataset, a performance comparison between one-stage detection 
methods, and system validation results. Conclusions and future works are briefly given in 
Sect. 4.

2.	 Materials and Methods

2.1	 System overview

	 In this study, we adopt the eye-to-hand method to grasp scattered objects on the conveyor 
belt. The robotic arm uses a TM robot (type no. TM5-700) with a movable range of 700 mm and 
a load capacity of 6 kg.(19) The camera used is Logitech C922 with a maximum resolution of 
1080p and a maximum frame rate of 30 frames per second (fps). The diagonal field of view 
(dFoV) is 78° for Logitech C922. The conveyor belt has a speed regulator, LUYANG US425-01, 
to finely adjust the object transfer speed. Figure 1 presents the experimental setup used in this 
study. As shown in Fig. 1, the camera is set up above the conveyor belt so that the screen is 
horizontal to the conveyor belt, and the robotic arm is prevented from hitting the camera during 
its movement. ROS is considered as an integration tool between hardware and software, while 
the MoveIt module built in ROS conducts motion planning for robot control.(19) In this study, we 
aim to manipulate the robotic arm and grasp screwdriver bits provided by Chinshing Industries 
Co. tools (CICtools) in the presence of RGB images. Figure 1(b) shows the 12 screwdriver bits 
considered in this paper. In Fig. 1(b), the types of driver bit in the upper row from left to right are 
1s, 3s, 2s, 7s, PH2s, PH1s, CIC8, CIC10, PH3, and PH2. The types of driver bit in the bottom row 
from left to right are PH3L and PH2L.
	 Figure 2 illustrates the architecture of a vision-based robotic arm grasping system. The 
system architecture can be divided into three components: (a) the calibration of the robotic arm 
and camera, (b) object detection and object orientation, and (c) the conversion of coordinates 
between three-dimensional (3D) space and 2D image pixels and motion planning for vision-
based robotic arms.

Fig. 1.	 (Color online) Components of robotic arm grasping system: (a) system setup and (b) screwdriver bits. 

(a) (b)
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2.2	 Calibration of robotic arm and camera

	 The coordinate relationship between the gripper and the base of the robotic arm is available 
in ROS. On the other hand, the camera coordinate system can be calculated by hand-eye 
correction. Before converting between world coordinates defined for robotic arms and image 
coordinates, camera calibration is necessary for the vision-based system to correct camera 
distortions while extracting 3D spatial information from 2D images. Typically, the camera 
calibration can be computed as
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where (u,v) represents the pixel coordinates in the image system and (x,y) is the 3D-space 
coordinates. In Eq. (1), A is the so-called camera intrinsic matrix with (u0,v0) as the coordinates 
of the principal point, and fu and fv the scale factors of the u- and v- axes in the image, 
respectively. To achieve the camera calibration, planar patterns are often utilized to obtain the 
intrinsic parameters of A. Figure 3(a) gives a 9 × 6 checkerboard to calibrate the camera 
coordinate system by the work presented in Ref. 20.
	 Since no distance-aware devices, such as a depth camera, are deployed in the experimental 
setup, a two-point marking method is considered to obtain the coordinate relationship between 
the camera and the target object [i.e., the coordinates (x,y,z) of the projected point for the object]. 
In the two-point marking method, each of the two calibration points constructs a circle as the 
center, and the two constructed circles are located on the diagonal of an image. As shown in Fig. 
3(b), two calibration points, A and B, are denoted as (ua,va) and (ub,vb), respectively. The two-
point marking method comprises two steps as described below.

Fig. 2.	 (Color online) Vision-based robotic arm grasping system.

ROS-
MoveIt
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(1)	The pixel coordinates of the calibration point (i.e., the circle’s center) are first calculated 
through Hough circle detection.(21,22) The equation of a circle is defined as

	 ( ) ( )2 2 2 ,x ry vu + =− − 	 (2)

where (u, v) is the circle’s center coordinates and r is the circle’s radius. Given the detected 
circle, the pixel coordinates of the calibration point can be obtained using Eq. (2).

(2)	Then, the front end of the gripper is moved to align the calibration points, and the world 
coordinates of points A and B can be obtained by the transform (TF) function in ROS-
MoveIt. As shown in Fig. 4, the relationship between the pixel coordinates of two calibration 
points and the world coordinates of the arm base can be expressed by
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where ,   a a
w wx y  and ,   b b

w wx y  are the arm coordinates of calibration points A and B, respectively. 
Furthermore, ua, va and ub, vb stand for the pixel coordinates of points A and B in the image, 
respectively. The resultant ,   w wx y  can derive the distances xrange and yrange as the robotic 
arm moves outside the camera scope:
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The out-of-scope distances {xrange, yrange} are further considered as the important reference 
for robotic arm control.

Fig. 3.	 (Color online) Object coordinate correction: (a) checkerboard for camera coordinate calibration and (b) two 
calibration points in Hough circle detection. In (b), calibration point A is in the left upper corner and calibration 
point B in the right bottom corner.

(a) (b)
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2.3	 Object detection and orientation

	 In building the dataset for object detection, the screwdriver bits are scattered randomly on a 
running conveyor belt. It is assumed that the location and angle are different for all driver bits. 
Under the constraint that the driver bits can remain static during movement, the camera captures 
3584 images. Table 1 presents the statistical data in the dataset. Because only a portion of driver 
bits can be captured in the images as the conveyor belt operates, the amount of data is 
inconsistent for all types of driver bit.
	 According to the performance comparison conducted in the MS COCO dataset, YOLOv4(23) 
outperforms SSD and RetinaNet in terms of overall performance and system stability. Although 
YOLOv7 has a higher detection speed than YOLOv4,(24) we consider YOLOv4 as the object 
detection method based on the fact provided in Sect. 3 that YOLOv4 can attain a higher detection 
accuracy than YOLOv7. After the target object is detected by YOLOv4, a Gaussian smoothing 
method is utilized to reduce noises in the edge detection process. Consequently, the 
corresponding object angle can be obtained for robotic arm grasping.
	 In the object detection stage of Fig. 2, YOLOv4 obtains an object label/category and the 
coordinates for the detected object. The necessary object spatial information, including angles 
and directions, is absent for robotic arm grasping. Specifically, the length and width of the 
YOLOv4 bounding box can be used to tell if the target object is located vertically or horizontally. 
However, the spatial information provided by the bounding box cannot determine a tilted 
position [refer to Fig. 5(a)]. In this study, we combine Canny, Gaussian smoothing, and gradient 
detection to conduct object orientation for YOLOv4-detected results. We denote the gray-scale 
value of a pixel (m,n) as f(m,n). The edge detection stage first applies the Gaussian smoothing to 
f(m,n) for noise reduction,
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Fig. 4.	 (Color online) Relationship between pixel and robotic arm coordinates.
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where σ is the standard deviation of a Gaussian distribution. Then, gradient estimates can be 
obtained by continuously conducting a Sobel convolution for image pixels.(25) For the pixel (m,n), 
the gradient density is given by 

	 ( ) ( ) ( )2 2,  ,  ,  ,x yG m n g m n g m n= + 	 (6)

where gx(·) and gy(·) are the gradient variations in the x- and y-axes, respectively. The gradient 
density can effectively describe the object contour. Finally, a minimum rectangle fitting the 
object contour is obtained by a contour feature function CF(·).(26) Four vertices of the minimum 
rectangle can be expressed as
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Fig. 5.	 (Color online) Edge detection results: (a) original image, (b) applying Canny to whole image, and (c) 
applying Canny only to bounding box.

Table 1
Statistical data for each type of driver bit in dataset.
Category Amount 
1s 193
2s 198
3s 182
7s 357
CIC 8 506
CIC 10 364
PH1s 236
PH2 349
PH2L 333
PH2s 221
PH3 339
PH3L 306
Total 3584

(a) (b) (c)
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where (xi,yi) represents a vertex of the rectangle and 1≤ i ≤4. As shown in Fig. 5(b), when a whole 
image is processed, Canny may not generate a minimum rectangular box to fit the target object 
(e.g., middle driver bit). Note that the rectangle (i.e., bounding box) generated by YOLO only 
labels the target object without any tilted position information. To fix this problem, only the 
YOLOv4 bounding box is regarded as the input of Canny. The resultant Canny output in Fig. 5(c) 
shows that all three driver bits can be fitted to obtain their respective tilted position information 
(i.e., angle or direction). 
	 As shown in Fig. 6(a), two short sides, namely, ( )( )1 1 2 2, ,x y x y  and ( )( )3 3 4 4, ,x y x y , determine 
a top-point side and a bottom-point side, respectively. Then, their central points are computed as
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Given these two central points, an angle representing the object direction can be obtained by 
taking a slope between two points as an input of the arctan function,
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Fig. 6.	 (Color online) Object-fitted rectangle: (a) four vertices of rectangle and (b) object slope and its 
corresponding angle.

(a) (b)
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where the angle unit is degree and 0 ≤ θ < 180. In the first item of Eq. (9), an acute angle with a 
negative degree would be converted to an obtuse angle with a positive degree. Figure 6(b) 
illustrates such angle conversion for a negative degree.

3.	 Results

	 In the experiment, each image in the dataset contained only one type of screwdriver bit, 
which was randomly scattered on a running conveyor belt. Therefore, for any driver bit, the 
direction presented in one image was almost different from others. As shown in Table 1, there 
were 3584 images for 12 types of screwdriver bit in the dataset. Following a ratio of 8:2 for 
training and test samples, LabelImg was used as the object labeling tool to generate the object 
spatial information for subsequent data training and testing. The experimental platform was 
built on a Linux system with NVIDIA GeForce RTX 2060 GPU.

3.1	 Object detection results

	 The compared methods for object detection in this paper were YOLOv4, YOLOv7, and SSD. 
Detailed configurations of the compared methods are presented in Table 2. In the experiments, 
mAP and IoU are the main metrics for evaluating the object detection performance. IoU 
corresponds to the intersection area between bounding boxes for ground truth and prediction. 
The larger the intersection area, the higher the IoU score. The IoU score is calculated as
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Area Area
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Area Area
∩

=
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In this study, the threshold of the IoU score is set to 0.5 for mAP calculation. An object is 
successfully detected as its IoU score exceeds 0.5. On the basis of the IoU threshold of 0.5, we 
can obtain the following classification metrics for each of the 12 object types: true positive (TP), 
false positive (FP), false negative (FN), and true negative (TN). Furthermore, the detection 
validation indexes, namely, precision (P), recall (Rec), accuracy (Acc), and F1 score, can be 
given in order by

	 ,
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TP FP

=
+

	 (11)

Table 2
Configurations of three compared methods.
Method SSD YOLOV7 YOLOV4
Input image 300 × 300 416 × 416 416 × 416
Backbone VGG16 E-ELAN CSPDarknet53
Learning rate 0.001 0.001 0.001
Momentum 0.9 0.9 0.9
Iteration 60000 6000 6000
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From Eqs. (11) and (12), a common validation index, average precision (AP), is the area under the 
precision–recall curve. Then, mAP can be computed as the average of AP over all detected 
classes.
	 The performance results of the object detection stage are presented in Table 3. From Table 3, 
YOLOv4 outperforms SSD and YOLOv7 in detecting randomly scattered screwdriver bits. As 
shown in Fig. 7, we can observe that (1) SSD can correctly identify the driver bits PH2L, PH3L, 
2s, and 3s, and fails to detect the other eight driver bits; (2) YOLOv7 is capable of labeling all 
driver bits with misclassification errors and multiple boxes for the same object; and (3) YOLOv4 
can successfully identify all driver bits with their corresponding type and induces a slightly 
lower frame rate per second than YOLOv7 (referring to Table 3). Consequently, YOLOv4 is 
adopted in this paper as the object detection method for subsequent robotic arm grasping.

Fig. 7.	 (Color online) Object detection results for three methods: (a) SSD, (b) YOLOv7, and (c) YOLOv4.

(a) (b) (c)

Table 3
Object detection performance comparison among three compared methods.
Method mAP (%) IoU (%) Rec. P Acc. F1 FPS
SSD 88.1 74.02 75.3 81.0 88.3 75.9 21
YOLOV7 97.8 74.75 94.6 84.7 97.9 89.4 31
YOLOV4 99.4 83.07 98.8 94.3 99.5 96.5 27
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3.2	 Object orientation results

	 Figure 8 shows the edge detection results as a target driver bit is placed at angles of 0, 45, 90, 
and 125o. As shown in Fig. 8, the edge detection method can fit the object contour with a 
minimum rectangle. The resultant rectangle provides sufficient spatial information for robotic 
arm grasping in terms of precise coordinate location, shape, and angle. Table 4 presents the 
results of angle estimation errors using mean absolute error (MAE) and root mean squared error 
(RMSE) to evaluate the object orientation performance. MAE and RMSE are defined as
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where N is the number of samples, θi represents the target angle of the i-th sample, and iθ ′ stands 
for the estimated angle of the i-th sample. Currently, 30 samples are collected for each degree 
and N is 30. Among the four degrees, 0o has the smallest MAE and RMSE values. As the target 
degree increases to 90o, the angle estimation errors increase accordingly. Both the MAE and 
RMSE values decrease beyond 90o. In Table 4, an average MAE of 1.54 is obtained, and the angle 
error rate can be further calculated as (1.54/180) × 100% = 0.86%, where the target angle ranges 
from 0 to 180o.

Fig. 8.	 (Color online) Object orientation results: (a) 90, (b) 0, (c) 125, and (d) 45°.

Table 4
Angle error statistics.
Degree MAE RMSE

0 0.64 0.82
45 1.86 2.91
90 2.21 2.33

125 1.46 1.99
Total 1.54 2.01

(d)(a) (b) (c)
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3.3	 Real-time grasping results

	 In this study, we aim to detect screwdriver bits on the conveyor belt correctly and to pick up 
the selected driver bits using a ROS-controlled robotic arm to the storage box. In grasping 
multiple driver bits on a stationary conveyor belt, YOLOv4 first detects the object to obtain the 
predefined object category and its pixel coordinates in the image. Then, the edge detection of 
Canny is applied to the YOLOv4 bounding box to calculate the object’s angle. By combining the 
pixel coordinates and object angle, the ROS system can estimate the arm grasping parameters, 
such as the target’s relative position and the gripper’s posture, to pick up the selected driver bit. 
Finally, the picked object would be put in a storage box. Figure 9(a) shows this grasping process, 
and each sub-image is labeled with the grasping order ranging from 1 to 4. In Fig. 9(b), the 
robotic arm can precisely put any of the six selected driver bits, namely, PH2, PH2L, PH3, 
PH3L, CIC8, and CIC10, into their corresponding specified locations. The robotic arm arbitrarily 
puts the other six driver bits in an unspecified storage box area after picking them. The procedure 
mentioned above is conducted in order following the object detection sequence determined by 
YOLOv4. 
	 The experiment procedure mentioned above was repeated ten times to evaluate the arm 
grasping performance, and the corresponding grasping results were recorded. Grasping 
succeeded when the robotic arm picked and placed the target driver bit in the specified location. 
Table 5 presents the successful grasping rates for each of the ten experiments. The grasping 
fraction is calculated as the number of successful grasping items over the number of total items 
(i.e., 12). It is seen in Table 5 that (1) seven of the ten experiments can achieve a successful 
grasping rate of 100%, and (2) in the cases where the successful grasping rates are lower than 
100%, the number of missed items ranges from 1 to 2. By inspecting the experiment records, the 
misclassification induces the grasping misses; therefore, the object is placed in the wrong 
location. A successful grasping rate of 96% can be attained from all ten experiments.

Fig. 9.	 (Color online) Arm grasping setup: (a) grasping sequence (1–4) and (b) object location in storage box after 
picking.

(a) (b)
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4.	 Conclusions

	 In this paper, we propose a vision-based robotic arm control system for the object placement 
task. Specifically, the proposed vision-based robotic arm control system can automatically grasp 
12 different screwdriver bits and put them into the specified area in the storage box. There are 
four major stages in the proposed system, namely, world coordinate conversion, object detection, 
edge detection, and object orientation. In the object detection stage, it is found that YOLOv4 
performs better than SSD and YOLOv7 in the CICtools dataset. YOLOv4 can attain 99.47, 83.07, 
and 99.51% for mAP, IoU, and accuracy, respectively. In addition to the object class and position 
given by YOLOv4, Canny is mainly adopted in the edge detection stage to further obtain the 
object’s angle. According to the experimental results, the object orientation stage receives an 
MAE rate of 0.86% and an RMSE rate of 1.12% in the 180o system. To control the robotic arm 
based on RGB images, the two-point marking method converts the pixel coordinates in the 
image to the world coordinates used for the robotic arm and accordingly conducts the calibration 
between two different coordinate systems. Consequently, the ROS-driven robotic arm can 
effectively grasp objects on the basis of spatial information, including object class, position, and 
angle. From a total of ten experiments, our robotic arm control system can achieve a successful 
grasping rate of 96%.
	 Although the current system is effective, assuming the conveyor belt remains stationary, 
failed object detection may occur as the conveyor belt is running/moving. The future work aims 
to design a predictive grasping method on the running conveyor belt. The difficulties may 
originate from two aspects: (1) the current object detection and edge detection need to be 
improved for running the conveyor belt, and (2) the position and angle of the object may change 
frame by frame. The state-of-the-art machine learning and semantic segmentation techniques 
can be considered to overcome these potential difficulties. 

Table 5
Arm grasping statistics.

Serial number Grasping fraction Successful grasping rate 
(%)

1 11/12 91
2 12/12 100
3 12/12 100
4 12/12 100
5 12/12 100
6 10/12 83
7 12/12 100
8 11/12 91
9 12/12 100

10 12/12 100
Total 116/120 96
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