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	 We propose a low-cost wireless monitoring system and describe its initial deployment on a 
computer numerical control (CNC) machine tool as a data acquisition (DAQ) and collection 
device. It employs a piezoelectric sensor that can detect and analyze signals corresponding to the 
deflection of the tool holder and reaction force of the cutting process. The sensor readings are 
acquired wirelessly to prevent interference with the cutting chip. The wireless system was 
constructed with commonly accessible hardware, such as the Arduino Due and nRF24L01 
wireless module. A Windows Forms application can then use a serial communication interface 
to process and collect data. In addition, the program includes a data storage system, data 
processing that displays signal properties (maximum and minimum amplitudes, root mean 
square, and frequency), data visualization that displays data in the time and frequency domains, 
and an alert function through the mobile application WhatsApp. The low-cost monitoring 
system, with an estimated hardware cost of approximately USD 225, can achieve a sample rate 
of approximately 350 samples/s. The feasibility was evaluated by a comparative study. Final 
validation tests in the machining process demonstrated that the monitoring system exhibited 
good agreement with an existing DAQ device and sensor, with a maximum root-mean-square 
error (RMSE) of approximately 2.16% of the measured vibration features.

1.	 Introduction

	 In the era of Machine Tool 4.0, machine tools are becoming more affordable and offer more 
functions.(1,2) Other technologies supporting machine tools (bearings, spindles, controls, and 
drivers) also play roles in their continuous development.(3,4) However, other essential aspects 
required to develop machine tools in Industrial Revolution 4.0 must be considered, such as the 
machine’s ability to be more intelligent and more automatic and to have a higher level of 
connectivity. Machine Tool 4.0 is a new generation of intelligent machine tools that are 
connected, widely accessible, adaptive, and autonomous,(5) which was developed by 
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implementing several technologies such as a cyber-physical system (CPS), IoT, and cloud 
computing. CPS technology, which is then applied to machine tools to become CPS machine 
tools (CPMTs), is the primary system in Machine Tool 4.0, which can maximize its function 
when collaborating with IoT technology and cloud computing.
	 Furthermore, CPMT technology comprises many subtechnologies from various scientific 
disciplines. Therefore, its development is gradual and continuous, based on multiple types of 
research that have been conducted. In addition to the machine tool itself, an essential component 
is the data acquisition (DAQ) device, which cannot be separated from the monitoring system. It 
is essential because collaboration with the computer numerical control (CNC) controller can be 
used to create a cyber twin machine tool. Subsequently, a monitoring system is achieved when 
the cyber twin machine tool is integrated with a human–machine interface with specific 
connectivity. In addition, with the requirements of higher product quality, shorter product life 
cycles, reduced cost, and highly reliable systems, a monitoring system is a promising key 
technology.(6,7) Hence, considerable research has been conducted to develop monitoring devices 
with IoT-based systems in machine tools.(7–18)

	 Kuntoğlu et al. reviewed an indirect tool condition monitoring system. They noted that 
installing multiple sensors during the development of the tool condition monitoring system can 
make the system prediction more accurate and sensitive.(19) However, investment is required in 
sensor systems, DAQ equipment, and data processing and recording software. In addition, 
because of their high cost and limited system openness, industries, particularly small and 
medium businesses (SMBs), have not generally adopted relevant established systems.(20,21) Thus, 
some studies have focused on developing low-cost monitoring systems.
	 Xing et al. proposed the machine tool DAQ to decrease human error, cost, and time in data 
recording. It was developed using a novel monitoring system based on a low-cost device such as 
Arduino, a low-cost camera, and an open-source computation platform (Node-RED). Remote 
data processing features also exist on tablets and can be operated with wireless 
communication.(22) Liu et al. used an Arduino device to read data in an MTConnect-based 
CPMT, which enables diverse types of real-time manufacturing data. Such data can be collected 
and managed effectively and efficiently.(23) Zhang et al. developed a low-cost and flexible 
multisensor tool condition monitoring system for a four-axis CNC milling machine at a 
laboratory scale.(20) Tool wear prediction data were obtained by integrating input data such as 
power, vibration, and cutting force. Although the system was not compared or calibrated with 
existing commercial cutting-force and vibration systems, it can be used to establish the 
relationship between the machining parameters and tool life.(20) Ghani et al. proposed a low-cost 
system that can detect and analyze signals related to the deflection of a tool holder from the 
cutting force.(24) These signals are then used to monitor and predict flank wear in the turning 
process. The prediction was built with R-squared values of the regression coefficient between 
0.938 and 0.991. The graphical user interface (GUI) was developed using MATLAB.(24) García-
Ordás et al. proposed a tool-wear monitoring system based on computer vision and machine 
learning.(25) They claimed that it can be developed with a low-cost investment and rapid 
approach, achieves high accuracy, and does not require a segmentation stage.(25) Christiand et al. 
developed an online image-based tool-wear monitoring system with modular 3D-printed 
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components for micromilling applications.(26) With this, tool detachment is not required, and 
tool wear monitoring can be safely conducted outside the machining area. It can be built at a low 
cost of USD 872, including the camera.(26) In addition to the scope of machine-tool monitoring, 
the concept of a low-cost monitoring system has also been developed in different fields of study, 
such as environmental engineering,(27–29) civil engineering,(30–32) and smart applications.(33) 
This proves that a low-cost system is reliable for further applications.
	 Accordingly, in this paper, we provide insight into the feasibility of applying a low-cost 
system for monitoring systems and sensor DAQ devices on CNC machine tools. This monitoring 
system can be developed thoroughly, including in the hardware and software domains. The 
proposed system was built using a combination of commonly available hardware components. 
The software application was developed using an open-source platform. The configuration can 
also be modified to fit specific research or project requirements. Consequently, we present the 
novelty that a monitoring system (including hardware and software) can be developed using a 
combination of commonly available devices and open-source software. Moreover, it can achieve 
acceptable performance. This development can also avoid unnecessary/excessive monitoring 
performance specifications. In addition, in this study, we also reveal that an affordable 
monitoring system can be adapted to SMBs. Moreover, an existing CNC lathe machine in those 
enterprises can be further developed to adapt current trend technology upon the installation of 
this system.

2.	 System Description

	 The system was designed to facilitate the implementation of a low-cost DAQ system for a 
CNC lathe machine. However, its components should be procured reasonably without 
compromising the performance or requirements. In addition, this monitoring system was built 
using the concept of wireless data connection. Thus, the acquired data can be sent wirelessly to a 
PC. Therefore, it can reduce the possibility of the chip's interference with the sensor or its cable 
installation. Figure 1 shows the overall concept of the monitoring system. 

Fig. 1.	 (Color online) Conceptual design of the system.



960	 Sensors and Materials, Vol. 36, No. 3 (2024)

2.1	 Hardware

	 This monitoring system consists of a piezoelectric disc sensor, Arduino Due microcontroller, 
signal conditioning circuit, and nRF24L01 wireless module. A “soft” lead zirconate titanate 
(PZT) disk with the designation number PIC255 was configured as a sensing unit. The 
piezoelectric material was a modified lead zirconate–lead titanate disk with a diameter of 10 mm 
and thickness of 1 mm. This material has a high Curie temperature, high permittivity, high 
coupling factor, high charge coefficient, poor mechanical quality factor, and low temperature 
coefficient. These qualities are appropriate for force and acoustic pick-up devices.(34) In addition, 
the sensor is installed in the tool holder with a clamping mechanism to ensure that clamping is 
sufficiently strong to hold the sensor and packaging, as shown in Fig. 2.
	 The Arduino Due microcontroller is a 32-bit ARM-microcontroller-based microcontroller 
board. It is powered by an SAM3X8E ARM Cortex-M3 processor. It is also equipped with 54 
digital input/output pins, 12 pulse width modulation (PWM) outputs, 12 analog inputs, four 
universal asynchronous receiver-transmitter (UART) hardware serial ports, an 84 MHz clock, a 
USB on-the-go (OTG) compatible connection, two digital-to-analog converters, two two-wire 
interfaces (TWIs), a power jack, a serial parallel interface (SPI) header, a joint-test-action-group 
(JTAG) header, a reset button, and an erase button. The board is ideal for large-scale Arduino 
projects. This high-performance Arduino Due was installed as the transmitter and receiver 
modules in this study as its 12-bit analog-to-digital converter (ADC) resolution is superior to that 
of rival models. Thus, the signal interpretation throughout this monitoring system can be 
enhanced.
	 Additionally, the nRF24L01 wireless transceiver module was selected for the monitoring 
system. The nRF24L01 module is a single-chip 2.4 GHz transceiver designed to facilitate 
ultralow-power wireless applications. nRF24L01 is designed to operate in the 2.400–2.4835 GHz 
industrial, scientific, and medical (ISM) frequency band. The maximum programmable air data 
rate of the module is 2 Mbps. The nRF24L01 module is suitable for ultralow-power system 
designs owing to its high data rates and two power-saving modes. Therefore, this module is 
defined as a low-cost wireless module solution.(35)

	 To interpret the sensor signals, a signal conditioning unit was made as follows. 
1.	� The charge amplifier becomes the primary circuit, since the piezoelectric output signal 

impedance must be reduced  to convert the transducer’s produced charge into a voltage.(36) In 

Fig. 2.	 (Color online) Sensor installation concept.
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the proposed system, a charge amplifier was implemented using an AD-8541 operational 
amplifier. It is a single, dual, and quad rail-to-rail input and output amplifier, with a 2.7–5.5 V 
single-supply operation and 45 μA amplifier of supply current.

2.	� Because AD-8541 requires a (−) voltage supply, an extra circuit consisting of a voltage 
converter was added. The ICL 7660 used in this design offers a positive-to-negative voltage 
conversion feature for an input range of +1.5 to +10 V.

3.	� A voltage divider circuit determines the voltage signal range that the microcontroller may 
receive. This circuit modifies the value of the signal passing through it on the basis of the 
ratio of the inserted resistors. This resistor comparison value is multiplied within the program 
to restore the voltage to its actual value. This circuit was developed because of the limited 
voltage signal range that the microcontroller unit can read, which is 5 V.

4.	� The voltage amplifier amplifies the converted charge to the suitable voltage level.
5.	� The specifications of the piezoelectric disc transducer indicate that its bandwidth can be up to 

20 kHz. However, since the sensor will be implemented in the machine tool for different 
functions (one of them is vibration signal acquisition), a low-pass filter is needed to remove 
the unwanted signal during the acquisition process. In addition, vibration signals greater than 
5 kHz are designated as noise in the cutting process.(37,38) 

6.	� A power bank provides electricity to this system. It connects to the Arduino via a USB 
connector, which is typically used for programming. The DC voltage pin of the Arduino can 
then be used to fulfill the circuit’s remaining voltage requirements. 

	 Figure 3(a) shows the wafer-shaped sensor packaging design. This package also includes a 
tape conductor line connecting the piezoelectric sensor to the connector pin and an isolator tape 
to prevent circuit shorts. This connector pin serves as the link between the sensor and transmitter 
system. Figure 3(b) shows the design outcomes in the electronic domain. The result was an 
electronic circuit constructed on a printed circuit board (PCB). In addition, both transmitter and 
receiver modules include enclosures to shield the circuit from external interference. In addition, 
as the transmitter module and sensor require a cable to connect them, a simple cable reel was 
also manufactured to facilitate installation.
	 Table 1 shows the approximate expenses of each component at the time this report was 
written. The cost of constructing one monitoring system (excluding the 3D printing enclosure) 

Fig. 3.	 (Color online) (a) Sensor wafer plate packaging and (b) packaging of electronic circuit and microcontroller.

(a) (b)
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was estimated. The supporting components include a jumper cable, PCB board, male in-circuit 
serial programming (ICSP) headers, female headers, cable heat insulation, small outline 
integrated circuit to dual in-line package (SOIC-to-DIP) adapter, buttons, and screws. These 
components supported some needs in building the monitoring system, especially the transmitter 
module. Table 1 shows the cost of the proposed system to be USD 225. Therefore, this is an 
inexpensive monitoring system. This monitoring system costs approximately one-tenth of the 
cost of the existing sensor and DAQ system (excluding the license of the desktop application for 
gathering the data). In addition, the monitoring system underwent multiple stages of 
development. Previously, this monitoring system could only gather samples every 0.014 s or 70 
S/s. The sample rate remained relatively low. For instance, changes in the microcontroller and 
wireless module can enhance the sampling rate of the current system. Currently, this monitoring 
system offers two channels for sensor placement. Moreover, each channel can perform wireless 
data capture at approximately 350 S/s.

2.2	 Software

	 In this section, we describe information pertinent to the human–machine interface design of 
the monitoring system. Thus, the design process was subdivided into microcontroller and 
communication module development, desktop application design, and mobile phone notification 
application programming interface (API) configuration.
	 In information technology, the first step is to define the microcontroller’s program. This 
software includes a microcontroller and nRF24L01 transceiver module activation function. In 
addition, each program is based on the function of each module, namely, the signal transmitter 
and receiver modules. When all the modules are properly connected, the first microcontroller 
transfers data using the while loop and radio.write commands. In addition, this module 
communicates data wirelessly with the other nRF24L01 modules. Subsequently, on the second 
Arduino, the while loop containing the radio.read function will become true, and the serial 
monitor receives the data through the Serial.print() function. The data received on this 
serial monitor can then be examined via a serial port on a desktop GUI application.
	 The user interface (UI) of the system was developed using Windows Forms, which is a GUI 
class library bundled in the .NET Framework. Its major objective is to make the development of 

Table 1
Estimation cost of components.
Components Qty Cost 
Arduino Due 2 99
nRF24L01 wireless module 2 8
Piezoelectric disk PIC 255 1 21
Power bank 5200 mAh 1 10
AD8541 Amplifier 2 16
ICL7660 Inverter 1 3
Passive electronic components 10 1
Magnet 5 5
Supporting components 1 set 62

Total = USD 225
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desktop, tablet, and PC apps more accessible.(39) The capabilities of this desktop application 
include data visualization, processing, management, gathering, and sharing. In addition, a 
mathematical model can be incorporated into the application, enabling data processing to offer a 
GUI with parameter prediction capabilities during the machining process. Finally, an alert 
feature is introduced to this desktop application to strengthen its ability to send notifications 
during unfavorable conditions of the machine. 
	 When the “connect” button is pressed, the major operation of the app begins. The data are 
read and plotted on the various graphs and tables when the button is pressed. In addition, the 
data collection is processed to display the signal parameter value [root-mean-square (RMS), 
maximum, or minimum signal] online. The threshold value represents the upper limit of read 
data. To indicate the condition, the green indicator becomes red when the data value surpasses 
the threshold value. In addition, if this condition persists for a specified time, the program sends 
a warning message to a mobile phone via WhatsApp. This functionality was implemented using 
the Twilio API for WhatsApp.(40) In addition, the data plot components, RMS values, and 
indicators are organized in the same panel. They are recorded as a bitmap image in local storage 
and are continuously updated while the application operates. Using the Google Drive application, 
in addition to being stored in local storage, this bitmap can be automatically stored and updated 
in cloud storage. This cloud-based bitmap storage function can be used to construct cross-
platform data visualization applications.(41) If the export or clear button is hit, the data table is 
saved to local storage, uploaded to cloud storage using Google Drive, or erased. Finally, a close 
button is pressed to exit the software. The results of the main UI design for this monitoring 
system is shown in Fig. 4.
	 Figure 5 depicts the final output of the WhatsApp notification alert function. This feature is 
designed to warn the user of undesirable machining process behavior (sensor data value or 

Fig. 4.	 (Color online) User interface of the monitoring system.
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anticipated tool wear value exceeding the threshold). This feature sends notifications to a mobile 
device through WhatsApp.

3.	 Results and Discussion

	 The evaluation arrangement and results of the proposed system are presented in this section. 
The evaluation was performed to prove the feasibility and repeatability of data collection during 
the machining process.

3.1	 Evaluation arrangement

	 The objective of the evaluation phase was to assess the ability of the piezoelectric sensor to 
capture data. As shown in Fig. 6(a), this evaluation was performed during the machining process. 
This evaluation included the Vturn-A20 CNC turning machine, cutting tool, workpiece 
materials, 352C22 accelerometer sensor, and national instruments (NI) DAQ system. Figure 6(b) 
depicts the geometry of the aluminum bar workpiece being machined with the machining 
parameters set to a cutting speed of 200 m/min and feed rate of 0.1 mm/rev. The data to be read 
by the system were determined by the displacement of the sensor. This displacement was caused 
by the compression generated by the clamped cutting tool (related to the deflection of the tool 
holder from the cutting force).
	 The performance evaluation of the system is also required. Some of the above-listed 
evaluations may be associated with feasibility evaluation, in which it is determined whether this 
system is feasible for further evaluation and deployment. Therefore, additional evaluations must 
be conducted. Although other types of performance evaluations are available, the evaluation in 
this study was limited to a repeatability analysis. Repeatability is the degree of concordance 
between independent test results obtained at brief intervals by the same operator using the same 
method on identical test objects in the same laboratory with the same equipment.(42) This 
measurement activity is based on international organization for standardization (ISO) 5725:1994, 
which contains six sections that explain the general principles and definitions, the basic method 
for the determination of repeatability and reproducibility of a standard measurement method, 

Fig. 5.	 (Color online) Appearance of WhatsApp alert.
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intermediate measures of the precision of a standard measurement method, and basic methods 
for determining trueness. 
	 In addition, this standardization has been utilized in various applications, such as the 
validation of orthophoto-based impervious surface areas and determination of imperviousness 
factors,(43) evaluation of the measurement precision of distribution within the lung following 
intratracheal administration,(44) and ultrasonic testing.(45) Moreover, Suzuki et al. proposed an 
adaptation to the standardization of the statistical design of a measurement precision 
experiment.(46) D’Aucelli et al. developed a MATLAB framework to automate the analysis of the 
operations of ISO 5725-compliant measuring systems.(47) 
	 Additionally, since our performance analysis approach is more straightforward than 
reproducibility evaluation under various settings (different laboratories, operators, and 
equipment),(42) the machining arrangement is also based on Fig. 6 and the description mentioned 
earlier in this section. Moreover, the final evaluation result is expressed as the standard 
deviation/root mean squared value of repeatability, and the reliability between the test results 
must exceed 95%.

3.2	 Evaluation results

	 As indicated previously, the objective of this preliminary review was to determine the 
viability of sensor readings in this monitoring system. This evaluation was performed by 
comparing the signal read by the low-cost monitoring system with those read by available 
measuring instruments. Although the monitoring system has similar properties to a 
dynamometer, it was not compared with a dynamometer in this comparative study. However, 
because the monitoring signal displayed by the low-cost system appears to exhibit the same 
behavior as a vibration signal, an accelerometer was utilized as the instrument for comparison. 
Figure 7 depicts the outcomes of the comparison of the low-cost monitoring system and the 
accelerometer. The graph shows that the behaviors of these two signals were in close agreement. 

Fig. 6.	 (Color online) Evaluation materials. (a) Machining arrangement. (b) Workpiece geometry.

(a) (b)
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The displayed statistics were in different amplitude units because the sensor values were voltage 
raw data that had not been transformed into a signal with a different dimension.
	 Furthermore, a subsequent test was conducted to examine the repeatability of the sensor 
readings in the monitoring application. This evaluation was conducted in the same laboratory 
and with the same machine by the same operator using the same cutting parameters. Figure 8 
shows the output of the sensor readings from the five distinct machining procedures performed 
successively on the same day. The graph shows raw data of piezoelectric sensor reading results 
that have not been calibrated as a vibration signal, which would then be called as dimensionless 
signal. The graph’s vertical axis shows piezoelectric voltage obtained from the piezoelectric 
displacement related to the deflection of the tool holder owing to the cutting force. At the same 
time, the horizontal axis corresponds to the time when the data were obtained in seconds. 
Moreover, the zero output of this sensor should be ratiometric that is relative to the processed 
signal from the signal conditioning circuit. However, since it was neglected in this study, the idle 
signal from this sensor has a value of about 0.53 V.
	 The acquired data were then processed to obtain the RMS value of each signal. For further 
examination, the entire signal identified each phase of the machining process, and the RMS 
value was extracted. Thus, the repeatability analysis included both the total RMS and the RMS 
of each step signal. This can be observed in the bar graph of Fig. 8. A comparison of the 
experimental results with the highest and lowest RMS values yielded a root-mean-square-error 
(RMSE) value of 2.2%.
	 According to previously reported results, an inexpensive and open-source platform can 
generate adequate sensor readings. The outcomes of this study will indicate whether the 
piezoelectric sensor and this cost-effective monitoring system are feasible, and whether 
assessment and implementation can be continued in subsequent stages.
	 Although this monitoring system has undergone feasibility and repeatability analyses, 
another performance analysis is crucial for obtaining a high degree of reliability, namely, 
reproducibility,(48) which refers to the performance of the testing device. It consists of a test that 
can evaluate the consistency of the sensor and replicate measurements under different 

Fig. 7.	 (Color online) Acquired signals of  low-cost and existing systems.
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conditions.(49) In contrast to the repeatability performance analysis, this analysis should be 
carried out in different environments and with different operators, not only under different 
parameters. Thus, a more reliable system can be obtained in the future.

4.	 Comparative Analysis

	 A comparative analysis was performed to determine the advantages and disadvantages of the 
proposed system. Such an analysis can evaluate a system’s potential for development and use. An 
existing device with the same principal function as the proposed system was used for the 
comparison. In this analysis, the hardware and software of the monitoring system were compared 
with those of the existing system. The object of comparison for the hardware system is the DAQ 
device, which can measure signals from integrated electronic piezoelectric (IEPE) and non-IEPE 
sensors,(50–52) as well as the DAQ software from the same manufacturer. The results of this 
comparison are presented in Table 2.
	 The data in Table 2 indicate that the existing system is superior to the developed monitoring 
system. The existing monitoring system can read samples more than one hundred times, 
according to its specifications. However, when the data gathering feature of the designed 

Fig. 8.	 (Color online) Sensor readings for repeatability analysis.
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monitoring system was implemented, the 350 samples/second sampling rate was in good 
agreement with that of the existing system. This scenario also played a role in the ADC 
resolution. Therefore, although the specifications are inferior to those of the current model, the 
monitoring system developed is more affordable. Additionally, it is practical for use and can be 
adapted to research or project needs (not excessive).

5.	 Conclusions

	 A low-cost system to construct a monitoring system, decrease development costs, and 
acquire a feasible evaluation result, which can also be further developed for implementation, is 
described. Typically, expensive sensors, data-gathering equipment, and monitoring applications 
are required for monitoring systems. This is a crucial problem because all machining monitoring 
operations require not only a powerful system but also a system suited to the objectives of the 
research or project. The proposed system also enables SMBs to advance their technology to the 
point of intelligent manufacturing. In addition, researchers should expand the scope of their 
research to enhance their research capacity. This DAQ system comprises an Arduino Due, 
wireless module, and signal conditioning circuit. Additionally, the sensors are piezoelectric. 
Through the design and development process, the specifications of the monitoring system, 
namely,  the number of channels, maximum sample rate, ADC resolution, and input range, were 
determined to be two channels, 350 samples/s/channel, 12 bits, and 5 V, respectively. Moreover, 
this hardware system architecture enables the monitoring system to acquire sensor data 

Table 2
Low-cost system comparative analysis.
Compared aspects Proposed system Existing device
Number of channels Two Four
Maximum sample rate 350 S/s/channel 51.2 kS/s/channel
ADC resolutions 12 bits 24 bits
Input range ±5 V ±5 V
Device cost Low cost Very expensive

Functionality
Currently, it can measure the dynamic 
signal from piezoelectric and MEMS 

accelerometers

Can monitor signals from IEPE and non-
IEPE sensors such as accelerometers, 

tachometers, and proximity probes

Signal conditioning Integrated and can be further developed 
depending on the sensor used Integrated inside module

Programming approach Windows Forms application 
programming Graphical programming approach

Monitoring application Customized, depending on its function Uses available library 

Time required for development Requires development effort for 
graphical and programming code

Relatively easy because of its graphical 
approach

Development flexibility

Function development is flexible 
(depending on needs) since the 

robustness of the toolbox also relies on 
its programming code 

Relies on the availability of the library 
and features inside the toolbox

Open-source library It can be found in the community Might have to pay for a library
Software cost Free An annual subscription is required 
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wirelessly. Therefore, cable installation, which can interfere with the lathe machining process, is 
not required. Furthermore, the monitoring application consists of a sensor data collection system 
that can collect and store data in local and cloud drives as comma-separated values (CSV) files. 
Moreover, a notification-alert feature exists in this system. Thus, when the signal crosses the 
threshold, the notification system is engaged and a WhatsApp alert is delivered to a mobile 
device. 
	 From the results of some evaluation processes and comparative study, we can conclude that a 
monitoring system can be developed at an affordable cost and with easily accessible components. 
This system also has an acceptable cost performance for application. Therefore, this monitoring 
system can be implemented in a different application for further evaluation.
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