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	 The acquisition of data is attracting attention, and especially in the big data environment, it is 
important to obtain data with accurate values. The acquisition of real data is limited by the real-
time changes of uncontrollable factors such as the noise of the synthetic aperture radar (SAR) 
sensor itself and the environment, which make the data acquired at different times slightly 
different and are not conducive to our experiments such as the cross-validation of data. Thus, 
simulated data is often used for various validation tests. On the basis of the mathematical model 
of interferometry synthetic aperture radar (InSAR), we can simulate the InSAR data relatively 
easily and the simulated data have accurate values. The study of mathematical models is the 
basis for the improvement of InSAR sensors. For the complex hybrid model of InSAR, in this 
paper, we examine the phase components of InSAR and analyze the phase models one by one. 
Matrix Laboratory (MATLAB) has powerful mathematical and graphical processing 
capabilities; thus, in this paper, we use MATLAB to simulate the data. In addition, we combine 
the real geographic data structure, simulation, and fusion of a region of real data to verify the 
feasibility of the data simulation in this paper, which provides a basis for subsequent research or 
InSAR sensor upgrades.

1.	 Introduction

	 Synthetic aperture radar (SAR) is a technology that achieves synthetic aperture through the 
forward motion of a flying platform equipped with a SAR sensor to obtain information on the 
backscattered signals of ground features, which is an active microwave remote sensing 
technology with the characteristics of all-weather, all-day operation, and has the advantage of 
being able to penetrate the ground surface and vegetation without atmospheric interference 
compared with optical sensors. SAR data are converted into backscatter coefficients using 
intensity characteristics that reflect the surface slope, moisture, surface roughness, and 
scattering mechanisms between the radar signal and objects within the resolution element. Thus, 
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SAR can be used for various military purposes (reconnaissance, surveillance, and targeting), 
vegetation monitoring, change detection, land classification, the environmental monitoring of 
the ocean surface, agriculture, and InSAR. The simulation of InSAR phases can not only 
improve our understanding of InSAR models, but also use the simulated data as true data to 
provide a basis for subsequent work and validation. In addition, when using InSAR for 
subsidence analysis in real production, we can still use the simulated phases to correct the real 
data to improve the accuracy of the solution. In this paper, we use MATLAB to simulate the 
InSAR phase in parts from the InSAR geometry model and apply it to the real data to obtain a 
good simulation effect.
	 Currently, most of the simulations for InSAR data are driven by real data. The phase is 
simulated from the perspective of error reduction. The best-fit planes or surfaces are utilized to 
attenuate the effect of satellite orbit errors. However, the phase information of other bands is 
ignored, making the orbit error simulation inaccurate.(1) Although the small baseline subset 
InSAR is effective in measuring long time-series deformations, it does not solve well the 
problem of errors caused by temporal correlation and other noise effects, resulting in linear 
variations in the interferograms.(2) Atmospheric artifacts, terrain errors, and time-series 
deformation measurements are estimated iteratively to reduce temporal noise and improve the 
quality of InSAR phase maps.(3) In addition, the digital elevation model (DEM) is transformed 
with super-resolution using deep learning to simulate more accurate phase maps.(4–6)

2.	 InSAR Geometric Model

	 InSAR phase measurement involves detecting the change between two SAR data; thus, 
InSAR measurements usually contain both master and slave acquisitions. Data simulation is 
complicated by the fact that InSAR measurements are highly sensitive to terrain, ground 
deformation, the effects of atmospheric conditions, the spatial separation between satellites, and 
the nature of the ground charge. The InSAR model can be expressed as follows.(7,8) In addition, 
depending on the purpose of our application, part of the phase can be considered as noise.

	 flat topo defo orbit atmo noiseϕ ϕ ϕ ϕ ϕ ϕ ϕ∆ = + + + + + 	 (1)

Here, ∆φ is the interferometric phase (i.e., the phase change between two acquisitions), where 
φflat is the horizon effect phase, φtopo is the terrain phase, φdefo is the phase component related to 
ground deformation, φorbit is the phase error caused by the orbit information error, φatmo is the 
atmospheric correlation phase, and φnoise is the combined noise term. The geometric model of 
InSAR is shown in Fig. 1.
	 The simulated data in this paper are based on the InSAR model, which simulates the phase 
values of each part of InSAR. Each synthetic interferogram contains the ground level effect, 
surface deformation, terrain error, atmospheric errors (including ionospheric and tropospheric 
errors), orbit error, time decoherence, and some correlated noise. Among them, the ground level 
effect, surface deformation, and terrain error form the distance difference equations between 
two orbits, which are geometric model functions of satellite orbit and terrain.(9) Thus, the above 
equation can be expressed as
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where x and r are the azimuth and tilt range pixel coordinates, respectively, λ is the radar 
wavelength, B⊥ is the vertical baseline, θ is the view angle of the SAR satellite, d is the ground 
displacement in the radar line of sight direction, ΔZtopo is the terrain error, Δφatmo(x,r) is the 
atmospheric error, Δφorbit is the orbital baseline error, and Δφn is the error caused by other noise 
sources. We will simulate the data separately in the following.

2.1	 Topography phase

	 In the InSAR model, the topographic error is almost linearly related to the InSAR phase 
error, and the phase derivation process for its range change is shown in the following equation. 
The topographic model is shown in Fig. 2.
	 We can derive the relationship between the topography and the interference phase in InSAR 
as follows. For the flat-earth phase difference P2,

	 ( )1 1 2
4 .R Rϕ
λ
π

∆ = − 	 (3)

For the phase difference P1 with the topography h,

	 ( )2
4 sin .Bϕ θ α θ
λ
π

∆ = − + ∆ 	 (4)

Fig. 1.	 (Color online) InSAR geometric model.
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For the phase difference between Δφ1 and Δφ2,

	 ( ) ( )2 1
4 4sin sin .topo B Bϕ ϕ ϕ θ α θ θ α
λ λ
π π

∆ = ∆ − ∆ = − + ∆ − − 	 (5)

Then,

	 ( )
1

4, .
sintopo
B hx r

R
ϕ

λ θ
⊥π

∆ = 	 (6)

	 It can be seen here that Δφtopo(x,r) is the topographic phase due to the topography h as well as 
the vertical baseline B⊥. The terrain phase is referenced to the phase component of the 
interferogram associated with the terrain above the ellipsoid and is proportional to the vertical 
baseline. Thus, an interferogram with only topographic errors can be simulated from the 
topography h according to Eq. (6). 
	 According to the formula, in this simulation experiment, we simulate a 512 × 512 size area 
with 18% of the waters (out-of-coherence part of the simulation). The simulation is shown in Fig. 
3.

2.2	 Flat phase

	 The flat ground effect refers to the phenomenon that the interferometric phase varies 
periodically in the distance and azimuth directions caused by the flat ground of constant height, 
and whether it can be removed or not will directly affect the InSAR processing and its accuracy. 

Fig. 2.	 (Color online) Topographic model.
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In the InSAR processing technology, the interferometric phase map can be obtained after the de-
leveling effect, and this de-leveled phase map can directly reflect the terrain change. Therefore, 
the deplaning phase is also one of the key techniques in InSAR processing. The flat-earth effect 
appears as bright and dark stripes in the phase diagrams and such fringes cover the 
interferometric fringe changes caused by terrain changes to a certain extent. Thus, the 
interferometric phase map cannot directly reflect the terrain changes, which causes considerable 
difficulties to the phase unwinding, so the de-flat-earth effect processing must be performed 
before the phase unwinding processing. In the algorithm of calculating relative elevation, the 
accuracy of the de-leveling effect processing is one of the important factors affecting the 
accuracy of DEM results. The flat-earth effect is mainly affected by the height of the flight 
platform, the antenna pitch angle, the baseline length, and the parallelism of the flight track.(10) 
The horizon model is shown in Fig. 4.
	 As in the horizon model above, where λ is the wavelength, the phase difference at point P1 is

	 ( )1 0
4 sin .Bϕ θ α
λ
π

= − 	 (7)

The phase difference at point P2 is

	 ( )2 0
4 sin .Bϕ θ α θ
λ
π

= − + ∆ 	 (8)

The phase difference between P1 and P2 is

	 ( ) ( ) ( ){ }0 0 0
4 sin cos cos sin sin .Bϕ θ α θ θ α θ θ α
λ
π

∆ = − ∆ + − ∆ − − 	 (9)

Thus, the flatness effect can be expressed as

	 ( )
1 1

cos cos 4 cos4 .flat
RB B R

R R
θ α θ θϕ

λ λ
⊥∆ − π ∆π

∆ = ∗ ≈ 	 (10)

Fig. 3.	 (Color online) Terrain phase simulation.
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	 From the above equation, it is clear that even in flat earth, streaks will still form owing to the 
presence of ΔR. In addition, the flat-earth effect exists not only in the distance direction, but also 
in the azimuth direction owing to the fact that the satellite flight orbits are not perfectly parallel 
and Earth is an irregular ellipsoid.
	 The difference between the interferograms with and without the flat-earth effect is shown in 
Fig. 5. Figure 5(a) is a phase diagram with horizontal effects, and Fig. 5(b) is that without 
horizontal effects.

2.3	 Deformation phase

	 From Eqs. (6) and (10), it is clear that both the terrain phase and the horizon effect phase are 
related to the baseline (B⊥), which means that the terrain deformation also belongs to the 
geometric model related to the orbit information, so any error in the orbit information will lead 
to the residual phase error. As the distance between the satellite and the ground decreases, the 
ground behaves as a raised surface. This change in ground rise results in a negative change in 
phase.(11)The deformation is represented by Δr. The interferometric phase caused by the 
deformation is shown in Fig. 6 .

	 4 .defo rϕ
λ
π

= ∆ 	 (11)

Here, the InSAR phase φh consists of a topographic φtopo component (dependent on the elevation 
H and baseline B) and a deformation component (differential).

Fig. 4.	 (Color online) Horizon model.
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2.4	 Orbital phase

	 An important source of error in InSAR deformation measurements is the inaccurate SAR 
antenna position, and the resulting baseline error makes the measurement inaccurate. In the 
InSAR processing, orbital parameters are generally not used directly, but accurate orbital data 
after re-estimation calculation are used. Even after the satellite’s orbit is precisely corrected, 
baseline errors can occur in the interferogram. For example, ERS-1 and ERS-2 can have 
precisely corrected orbital errors up to about 7 cm radially and about 18 cm laterally when using 

(a) (b)

Fig. 5.	 (Color online) Flat phase simulation. (a) Phase diagram with horizontal effects. (b) Phase diagram without 
horizontal effects.

Fig. 6.	 Deformation model.
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the Delft gravity model. The interferometric baseline error for ERS-1/2 is about 27 cm, 
calculated as 2  times the satellite position error (about 19 cm).(12–14) Given the system 
parameters of ERS-1/ERS-2, the difference in phase error from the near range to the far range is 
about 2.3π radians, which corresponds to a surface deformation of about 3.3 cm. The 
interferogram phase error due to the baseline error is modeled in this paper using a first-order 
polynomial.

	 ( ),orbit x y ax br cϕ∆ = + + 	 (12)

Here, a and b are the gradient parameters in the distance (r) and azimuth (x) directions, 
respectively, and c is the offset parameter. On the basis of the phase distortion of the typical 
baseline error of the ERS system, we allow a maximum phase distortion within the InSAR 
image of about 4 cm. For each interferogram, the random parameters a, b, and c in the above 
equation are estimated and used for this orbital error simulation, and the orbital error phase 
components are first-order-correlated as shown in Fig. 7.

2.5	 Atmospheric phase

	 Like other astronomical and space geodetic techniques, InSAR measurement techniques are 
also affected by the atmosphere, especially atmospheric water vapor, and according to the 
available research results, the atmospheric effects (especially the effect of atmospheric water 
vapor) make the application of InSAR techniques for surface deformation monitoring very 
limited, especially when the surface deformation variables are relatively small.(15–19) Therefore, 
the effect of the atmosphere must be studied, analyzed, and dealt with in the InSAR data 
processing and interpretation of interferometric images.
	 Changes in atmospheric conditions during the acquisition of master and slave images can 
also affect interferometric phase measurements. The phase component that affects the 
troposphere comes from the fact that the refractive index of the troposphere is slightly higher 
than that of free space, and that tropospheric phase delays can be divided into wet and dry 
components, which are usually included in the phase cycle.

Fig. 7.	 (Color online) Orbital phase simulation.
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tropo tropoRϕ

λ
π
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Here, ΔRtropo indicates the range variation due to atmospheric delay. The atmospheric phase 
fraction can be estimated using a number of models. In general, the tropospheric phase 
component is referred to as the atmospheric phase screen for the C-band radar; however, for the 
L-band radar, variations in the total electron content (TEC) of the ionosphere can affect the 
interferometric phase. Random variations in ionospheric conditions can cause satellite distances 
and azimuths to blur, making the image alignment difficult, while image coherence may be 
reduced by Faraday rotation. A 1 unit difference in TEC (1016 m−2) will result in a phase delay of 
2 cycles for the L-band, 0.5 cycles for the C-band, and 0.3 cycles for the X-band, given by

	 φiono = 1.69 × 10−16Nλ,	 (14)

where N is the number of electrons per unit area and λ is the wavelength. On the basis of the 
above equation, we simulate the atmospheric phase diagram for the region as shown in Fig. 8.

2.6	 Combined error terms

	 Before introducing the combined noise term φnoise, we need to understand the interferometric 
phase image coherence, which is often used to describe the good or bad quality of interferometric 
maps. The interferogram coherence is defined as the complex correlation between the main 
image and the acquisition from the image. The loss of coherence effect or excessive noise can 
reduce the coherence γ of the interferogram.
	 The coherence value can be related to the expected variance of the InSAR phase 
measurements,(20) so that the combined phase noise φnoise can be described as

Fig. 8.	 (Color online) Atmospheric phase simulation.
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where 2
noiseϕσ  is the expected phase variance, φnoise is the integral variable over [−π, π], and 

pdf(φnoise) is the probability density function of the phase deviation of φnoise, and this probability 
density function is defined as 

	 ( )
( ) ( )

2

2 1/22 2 2

cos( )arccos cos( )1 1 1
2 1 cos 1 cos

noise noise
noise

noise noise

pdf
γ ϕ γ ϕγ

ϕ
γ ϕ γ ϕ

 
 −−   = × × + π −   −  

.	 (16)

Here, γ refers to coherence, which is the only parameter for calculating a certain determined 
integrated phase noise density function.
	 The interfering phase-integrated noise term φnoise can be associated with coherence and 
divided into four different de-correlation terms.(21) In addition, the effects of the different 
decoherence terms are independent of each other and can be expressed as

	 ,total spatial Doppler temporal thermalγ γ γ γ γ= × × × 	 (17)

where γtotal denotes the total interferometric coherence term, γspatial is the spatial baseline out-of-
correlation, γtemporal is the temporal out-of-correlation, γDoppler is the Doppler center out-of-
correlation, and γthermal is the sensor heat out-of-correlation.
	 If the two images are correlated, the correlation γtotal is 1. The spatial baseline uncorrelation 
is related to the horizontal separation between the two satellite orbits; thus,

	
22 cos

1 ,h range
spatial

B S
R

θ
γ

λ
= − 	 (18)

where Bh is the horizontal baseline, Srange is the distance resolution, θ is the angle of view, and R 
is the satellite distance. When the image is completely out of coherence, γspatial becomes zero, 
and the baseline Bh at this moment is the critical baseline Bc.
	 The Doppler-centered out-of-correlation effect may occur when the attitude (yaw, roll, and 
pitch) of the satellite is not synchronized during the primary and secondary image acquisitions. 
This effect is caused by the presence of the oblique viewing angle (Ψ), which depends on the 
yaw and pitch of the satellite.(22)

	 A satellite-based Cartesian coordinate system is provided as in Fig. 9 across the orbital and 
radial altitude axes. θ is the angle of view and Ψ is the oblique angle of view. The rotation along 
the direction of flight (z-axis) is roll, that about the collateral direction (x-axis) is pitch, and that 
about the y-axis is yaw.(23)

	 Figure 9 demonstrates the geometric imaging and viewing angle relationships involved. The 
Doppler decorrelation γDoppler is determined on the basis of the tilt angle of view as well as the 
distance resolution.
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Doppler
Sθ Ψ
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Here, θ is the viewing angle, ∆Ψ is the variation of the primary and secondary images with 
respect to the oblique viewing angle, and Srange is the distance resolution.
	 When the physical properties of the scatterers in the resolution cell change with time, the 
temporal decoherence γtemporal occurs. When the interferometric region is dominated by 
ecological regions such as grasses and waters, the effect of γtemporal is stronger. In addition, the 

Fig. 9.	 (Color online) Satellite attitude.

Fig. 10.	 (Color online) Coherence simulation.
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thermal noise of the radar also generates a decoherence term γthermal, which is usually neglected 
in the interferometric measurements. The simulated data in this paper have the following 
coherence relations, which can be seen in the corner water part of the basic out-of-coherence. 
The coherence simulation is shown in Fig. 10.

Fig. 11.	 (Color online) Real data terrain (Hawaii Island, USA). (a) DEM and (b) remote sensing image.

(a) (b)

Fig. 12.	 (Color online) Comprehensive mockup.
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3.	 Real Data Experiments

	 On the basis of the previous sections of this paper, combined with the real data, it is possible 
to simulate composite data with similar master and slave images in this study; the master image 
is shown in Fig. 11. The real data were selected from the island of Hawaii, which is the largest 
island in the Hawaiian archipelago, which is also known as Big Island. It is located at the 
southernmost point of the archipelago and has an area of 10414 km2. The island is rich in 
volcanic activity, and there are five shield volcanoes on the island, including Bold Naroya, which 
is 4170 meters above sea level and is a world-famous active volcano with a large vent of 5 km 
diameter and often emits lava. The DEM is shown in Fig. 11(a) and the remote sensing image is 
shown in Fig. 11(b).
	 The phase synthesis of each part of the region is shown in Fig. 12. The above real phase 
simulation can be used in de-leveling effect algorithm research, phase decoupling algorithm 
research, atmospheric effect on SAR phase research, and the real production of subsidence 
correction to improve accuracy.

4.	 Conclusion

	 In this study, we solved the problems of difficult access to real data and the uncontrollable 
quality of SAR sensors through data simulation. The inaccuracy of the data is not conducive for 
conducting subsequent research requiring data-based studies. In this study, the InSAR phase 
fraction is formulated according to the InSAR geometric model, each part of the phase is 
simulated according to the formula, and the data can be applied to the study of the InSAR phase 
decoupling algorithm to provide real values for the decoupling algorithm. In the context of big 
data, the simulated data can also provide a large amount of data basis for the study of the deep 
learning algorithm. In addition, the simulation algorithm in this paper can also be used for real 
data experiments, and the phase simulation map of the region can be simulated according to the 
regional DEM, which can provide a reference basis for subsequent realistic applications such as 
subsidence.
	 In addition, the atmospheric model used for data simulation in this paper is not universal and 
needs to be adapted for different regions in the future, and the real data simulation does not 
incorporate the part of terrain change, so it needs to be analyzed over a long period of time in the 
future to further simulate more realistic data and provide a reliable database for solving real 
problems.
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