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 Generating descriptive text from images, known as caption generation, is a noteworthy 
research field with potential applications, including aiding the visually impaired. Recently, 
numerous methods based on deep learning have been proposed. Previous methods learn the 
relationship between image features and captions on a large dataset of image–caption pairs. 
However, it is difficult to correctly learn all objects, object attributes, and relationships between 
objects. Therefore, occasionally incorrect captions are generated. For instance, captions about 
objects not included in the image are generated. In this study, we propose a scoring method 
using object detection and Word2Vec to output the correct caption for an object in the image. 
First, multiple captions are generated. Subsequently, object detection is performed, and the score 
is calculated using the resulting labels from object detection and the nouns extracted from each 
caption. Finally, the output is the caption with the highest score. Experimental evaluation of the 
proposed method on the Microsoft Common Objects in Context (MSCOCO) dataset 
demonstrates that the proposed method is effective in improving the accuracy of caption 
generation.

1. Introduction

 Recently, there has been a surge in research into artificial intelligence, particularly deep 
learning, with numerous practical applications. Starting from image recognition, it has 
developed into image generation using generative adversarial networks. Additionally, research is 
also being conducted on automatic generation of explanatory text for images, such as image 
caption generation.(1–5) Thus, image caption generation can generate text from visual information 
(e.g., images) obtained from a camera or other sensors and convert it into information that can be 
confirmed by listening using the read-aloud function. Expectations are that the quality of life of 
visually impaired people will be improved.
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 Vinyals et al. proposed a technique with image feature extraction and caption generation 
modules.(1) First, image features were extracted using Convolutional Neural Networks (CNNs). 
Subsequently, a Long Short-Term Memory (LSTM) network generates captions on the basis of 
image features. Numerous other studies have made use of such methods using CNN and LSTM, 
a common approach of which is described in a study by Xu et al.(2) In their study, attention was 
added to the method; more specifically, image features were extracted from the input image 
using a CNN, and then a caption was generated using attention and LSTM. Thus far, numerous 
attention-based methods have been proposed.
 Such a caption generation model is trained on a large dataset of image–caption pairs. 
Alternatively, it learns the relationship between image features and teacher labels. However, 
correct learning for all images is difficult as the recognition of objects in the image and their 
attributes, behaviors, and relationships between objects must be learned. Therefore, incorrect 
captions may be generated. To improve the accuracy of caption generation, extracting a large 
amount of information from images is important. Therefore, research has been conducted on 
object detection methods for extracting object information from images. Object detection can 
extract the position (as a rectangle) and label (person, dog, etc.) of an object. In the study by Li 
et al.,(3) the object regions extracted by object detection were input to a CNN to obtain object 
image features. The features of the entire image and each object were adjusted by attention and 
used as image features. Iwamura et al. reported a technique that integrated object detection and 
motion estimation to extract motion information from images.(4) In addition, methods using 
object regions and labels have been proposed. Baig et al. reported a technique that generated a 
caption and then replaced the words in the caption with the extracted label using object 
detection.(5)

 In this study, we propose a method for scoring captions by focusing on the labels extracted by 
object detection. Specifically, multiple captions are generated, and these captions are scored 
using Word2Vec with the object nouns in each caption and labels extracted via object detection. 
Finally, the output is the caption with the best score, which should enable the output of correct 
captions about objects in the image.

2. Data, Materials, and Methods

 It is possible to generate captions for images not existing in the training data using deep 
learning techniques such as CNN and LSTM. However, it is difficult to accurately identify 
objects and describe relationships between them in many images. Therefore, image caption 
generation may fail by outputting descriptions of objects that do not appear in the image. 
However, object detection may correctly extract object labels. Figure 1 illustrates an example of 
caption generation and object detection. Caption generation outputs the incorrect noun, “baseball 
bat,” but object detection correctly extracts “kite.”
 In our study, we first generate multiple captions. Subsequently, we propose a method to 
output captions that correctly recognize objects in the image by scoring them based on semantic 
proximity, which is the cosine similarity using Word2Vec.
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Fig. 1. (Color online) An example of (a) caption generation and (b) object detection.

Fig. 2. (Color online) Overview of proposed method.

2.1 Overview

 The overall scheme of the proposed method is shown in Fig. 2. The proposed method 
comprises two stages: caption candidate generation and scoring. First, in the caption candidate 
generation module, multiple captions are generated from an image using a deep learning model 
and the beam search algorithm. Subsequently, each generated caption is scored in the scoring 
module, and finally the caption with the highest score is outputted. The score of each caption is 
calculated on the basis of the semantic similarity between the object nouns in the caption and the 
labels obtained by object detection. Therefore, the score of the generated caption that contains an 
incorrect object noun, as in the example shown in Fig. 1, is lower. Finally, the output of the 
caption with the higher score should improve the accuracy of the caption generation.

2.2 Caption candidate generation

 In our study, multiple captions were generated on the basis of the method proposed by Xu 
et al.(2) That is, image features were extracted from the image using a pretrained CNN, and then 
weighted image features were generated by the attention mechanism. The LSTM then generated 
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captions on the basis of these features. We used the pretrained ResNet152(6) to extract image 
features. ResNet is a model that offers high accuracy in image classification tasks and is also 
used in image caption generation. In the LSTM used for multiple caption generation, the hidden 
layer and the distributed representation of words had 512 dimensions. For training, a cross-
entropy error was used as the loss function, and Adam was used as the optimization algorithm. 
The batch size was set to 128, and training was terminated when the minimum cross-entropy 
error could not be updated for five consecutive epochs. When generating multiple captions, the 
beam search algorithm, which is also used in machine translation, was used to generate multiple 
captions based on the beam width. In Fig. 2, when the beam width is equal to three, the caption 
candidates generated are “A man in a wet suit holding a blue frisbee”, “A man in a wet suit 
carrying a blue frisbee”, and “A man in a wet suit carrying a blue surfboard”.

2.3 Object detection

 Object detection is a method used to extract objects from images, and the output is typically 
the region of the object in the image and its label. In numerous previous methods of image 
caption generation, object regions detected from an image were often input to the CNN and used 
as object image features. Therefore, we focus on labels rather than object regions. Figure 2 
shows that “person” and “surfboard” have been detected via object detection, and these labels 
are used. In this study, we used the pretrained Faster R-CNN(7) for object detection, accepting 
objects with a confidence score of 0.5 or higher.

2.4 Semantic similarity using Word2Vec

 We calculated the semantic similarity between words using cosine similarity, where each 
word was converted into a vector using Word2Vec.(8) Word2Vec is a method used to obtain a 
distributed representation of words using a neural network. In this study, GoogleNews-vectors-
negative300 was used as a model for Word2Vec.

2.5 Object noun extraction

 Nouns were extracted from the generated caption candidates. Here, non-object nouns such as 
“road”, “street”, and “park” are included. In this study, the object detected is used as the basis for 
scoring the caption, such that nouns that do not imply objects must be excluded from the score 
calculation. Therefore, we extracted object nouns with a semantic similarity of λ or more to one 
of all possible labels for object detection. In Fig. 2, “man”, one of the nouns extracted from the 
caption candidates, is not extracted as an object noun because its semantic similarity to all 
possible labels for object detection is below the threshold λ, whereas “frisbee” and “surfboard” 
were extracted as object nouns because their semantic similarity to all possible labels for object 
detection exceeded the threshold λ.
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Fig. 3. (Color online) An example of the scoring caption.

2.6 Scoring caption

 The semantic similarity between each object noun extracted from the candidate captions and 
each label obtained by object detection is calculated. Subsequently, the maximum value is 
considered the score of each object noun, and the score of each candidate caption is the average 
score of all object nouns in that caption. There are several captions for which no score can be 
calculated (no object nouns) because the nouns used to calculate the score have been restricted to 
exclude nouns that are not objects. In such cases, the caption score is set to zero.
 An example of the scoring caption is shown in Fig. 3. In Fig. 3, the labels “oven” and “pizza” 
are obtained by object detection. Moreover, “stove” and “pizza” are extracted as object nouns 
from the caption candidate “a close up of a pizza pan on a stove”. The cosine similarity between 
the object noun “stove” and the labels “oven” and “pizza” is calculated. As a result, the cosine 
similarities are 0.6 and 0.2, respectively, and the same is calculated for the object noun “pizza”. 
Subsequently, the maximum value of the cosine similarity in each object noun is taken as the 
object noun score (0.6 for “stove” and 1.0 for “pizza”), and the average of all object noun scores 
(0.8 in Fig. 3) is the caption candidate score. 

2.7 Final caption

 From the results of the caption scoring, the output is the caption with the highest score. For 
instance, in Fig. 2, “A man in a wet suit holding a blue frisbee” is output when no scoring is 
performed. However, when a caption is scored on the basis of the semantic similarity of the 
object nouns “frisbee”, “frisbee”, and “surfboard” of each caption candidate and the labels 
“person” and “surfboard” obtained through object detection, the highest scored caption is the 
caption with “surfboard”. Therefore, “A man in a wet suit carrying a blue surfboard” is the final 
output caption. Thus, by scoring captions, accurately worded captions are generated.

3. Results

 Experiments were conducted to validate the effectiveness of the proposed method. A large 
dataset, Microsoft Common Objects in Context (MSCOCO),(9) was used. One hundred thirteen 
thousand two hundred eighty-seven images were used for training, 5000 for validation, and 5000 
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Fig. 4. (Color online) Examples of generated captions and scores.

for testing. The beam width for generating multiple captions as candidate captions was set to 
three, and the threshold λ for extracting object nouns for scoring captions was set to 0.6, because 
the best results were obtained by experimenting with a threshold λ from 0.40 to 0.80 in 
increments of 0.05. These results suggest that a small threshold λ extracted object nouns that had 
a weaker relationship with object detection labels, whereas a large threshold λ extracted only 
object nouns that had a stronger relationship with object detection labels than necessary, 
resulting in unsuitable score calculation.
 BLEU,(10) METEOR,(11) ROUGE-L,(12) and CIDEr(13) were used as evaluation indices. Higher 
ratings indicate greater accuracy of captions. BLEU is an evaluation index based on the 
percentage of n-gram agreement between generated and supervised captions. METEOR is an 
evaluation index based on the percentage of word agreement between generated and supervised 
captions. ROUGE-L is an evaluation index based on the longest common subsequence. CIDEr is 
a proposed metric for evaluating caption generation that considers the TF-IDF weight of the 
number of n-gram occurrences.
 The experimental results of the baseline [previous method (2)] and proposed methods are 
shown in Table 1. From Table 1, a slight improvement in evaluation is observed compared with 
the baseline method, except for METEOR. The proposed method generated different captions 
from the baseline method for 1090 images, and the accuracy of the captions of these images may 
be improved because of the inclusion of more accurate words than those obtained by the baseline 
method.
 The specific caption scoring results are shown in Fig. 4. Figure 4 shows the target image, the 
labels extracted through object detection, and the generated caption candidates and their scores; 

Table 1
Results of baseline and proposed methods with MSCOCO dataset.
Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr
Baseline 70.3 53.2 39.6 29.6 24.6 52.0 93.6
Proposed 70.7 53.6 39.9 29.8 24.6 52.1 94.3

(a) (b)
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the underlined words in the captions are the object nouns used for the score calculation. 
Figure 4(a) shows an image of a cat lying on a chair; the “cat” and “couch” are extracted through 
object detection. The scores of each caption differ according to “suitcase,” “chair,” and “bag,” 
and the caption containing a “chair,” which is closest to the label “couch,” has the highest score. 
Therefore, without scoring, the caption including the suitcase is outputted. However, the 
proposed method can output the correct caption including chair even if the chair is not extracted 
by object detection. In the caption generation in Fig. 4(b), the score of two captions is 0.0 because 
their scores are not calculated. In object detection, all objects related to people are recognized as 
labeled “person.” However, the nouns “man” and “child” extracted from the captions are not 
used in the score calculation because their semantic similarity to all detected object labels, 
including “person,” is below the threshold λ = 0.6. Furthermore, object detection extracted a dog 
rather than a cat. However, the score of the third caption was calculated, and this caption was 
output because the cat and the dog are semantically close. 
 Figure 5 compares the output captions in the baseline and proposed methods. Figures 5(a) and 
5(b) are examples of improved captioning compared with that of the baseline method, and 
Figs. 5(c) and 5(d) are examples of poor captioning compared with that of the baseline method. 
Figures 5(a) and 5(b) demonstrate that the baseline method outputs captions that include 
“frisbee” and “tennis racket,” which are not in the target image. In contrast, the proposed method 
outputs correct captions that include “surfboard” and “toothbrush.” However, as shown in 
Fig. 5(c), when the correct caption includes a noun such as baseball, which is not an object, the 
proposed method outputs an incorrect caption. Furthermore, as shown in Fig. 5(d), if the object 
detection fails to recognize a guitar correctly and objects that are semantically close to a guitar 
cannot be recognized, an incorrect caption will be output.The proposed approach is to change 
the output caption if there is a more accurate caption for an object noun in the image among the 
multiple captions generated by the baseline method. Alternatively, the proposed method 
improved accuracy by postprocessing after generating multiple captions via the previous 
method. Therefore, the proposed method can be applied to various existing methods to improve 
their accuracy.

4. Discussion

 Since the proposed method scores caption candidates, generating more caption candidates 
(i.e., increasing the beam width) can be expected to improve the accuracy. Therefore, Table 2 
shows the results when the beam width is increased. In Table 2, it can be seen that as the beam 
width increased, the accuracy decreased. It has been reported that when the beam width 
increases, the search space becomes more extensive, but the accuracy does not improve.(14) The 
same tendency was observed for the proposed method.
 Therefore, we further investigated if increasing the number of caption candidates using 
multiple small beam widths improved accuracy. For example, if caption candidates were 
generated using a combination of beam widths from 1 to 3, six caption candidates can be 
generated. The results for beam width combinations of 1 to 3, 1 to 4, and 1 to 5 are shown in 
Table 3. Table 3 shows the best results for beam width combinations of 1 to 3, indicating that the 
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Table 2
Results of proposed method with different beam widths.
Beam width BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr

3 70.7 53.6 39.9 29.8 24.6 52.1 94.3
5 68.6 51.3 38.0 28.2 23.8 50.6 91.2

10 66.0 48.5 35.3 25.8 22.6 48.5 84.3
20 92.8 45.2 32.4 23.5 20.8 45.8 76.6

Table 3
Results of proposed method with multiple beam widths.
Beam width BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr
1,2,3 71.1 54.1 40.3 30.0 24.7 52.4 95.8
1,2,3,4 71.1 53.9 40.2 30.0 24.6 52.2 95.5
1,2,3,4,5 71.0 53.8 40.1 29.9 24.6 52.1 95.2

Fig. 5. (Color online) Examples of captions generated by baseline and proposed methods.
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accuracy was further improved. In particular, the improvement in the accuracy of the evaluation 
index CIDEr is significant. The CIDEr score is a TF-IDF-based score, which is considered to be 
strongly affected by the importance of the words. Therefore, the accuracy of CIDEr is improved 
by outputting a caption that contains accurate words. The numbers of caption candidates 
generated for beam width combinations from 1 to 4 and beam width 10 are the same, but the 
accuracies are significantly different. Therefore, when increasing the number of caption 
candidates, combining several smaller beam widths is found to be more effective than increasing 
the beam width.

5. Conclusions

 In this study, we proposed an improved method for including objects that do not appear in the 
image when generating image captions. Specifically, multiple captions were generated by the 
beam search algorithm on the basis of existing methods, and nouns were extracted from each 
caption. Because our study focuses on objects in the image, a threshold λ was introduced to 
extract object nouns from the nouns in each caption. Subsequently, object detection was used to 
detect labels of objects in the image. Moreover, the score of each caption is calculated using the 
object nouns extracted from each caption, and the object detected labels by cosine similarity 
using Word2Vec. Finally, the caption with the highest score was outputted.
 Experimental results demonstrated that the proposed method was effective in improving the 
accuracy of image caption generation. In addition, because the proposed method improved the 
accuracy by postprocessing, it can be applied to various existing methods. Improved accuracy in 
image caption generation is anticipated to advance information services based on sensors such 
as cameras and improve our lives. In future work, it is necessary to improve the accuracy of 
object detection and handling of nouns other than object nouns to improve the accuracy of image 
caption generation.
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