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 To address the challenges of interference in underwater multi-node communication and 
enhance the efficiency of underwater acoustic communication, we propose a multi-objective 
game learning algorithm based on the multi-armed bandit framework. Firstly, the multi-objective 
optimization problem is constructed as a multi-node multi-armed bandit (MAB) game model. 
Secondly, we incorporate the overall network interference level and nodes’ power cost in the 
utility function to achieve the desired optimization objectives. Thirdly, we establish the existence 
and uniqueness of the Nash equilibrium point of the game model and introduce an improved 
greedy strategy MAB learning algorithm to determine the equilibrium solution. Finally, our 
simulation results demonstrate that the proposed algorithm effectively optimizes interference 
management while enhancing the nodes’ adaptive capabilities.

1. Introduction

 With the continuous utilization and development of marine resources, the phenomenon of 
coexistence of multiple operating networks has begun to appear in the ocean.(1,2) In this way, 
underwater acoustic communication networks (UACNs) will include not only users inside the 
network, but also those outside the network who use acoustic waves to operate. The diverse 
types of users constitute generalized UACNs with multiple users. Without uniform resource 
allocation, the performance of UACNs can be adversely affected.(3,4) One of the pressing 
challenges in the field of UACNs is to minimize interference and maintain the information rate 
of users in the communication network. Therefore, finding ways to effectively suppress 
interference in UACNs has become an urgent area of research.
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 To improve the quality of underwater acoustic communications, experts have conducted 
extensive research on the suppression of interference among users in multi-user communication 
networks, resulting in significant achievements.  As an illustration, a distributed medium access 
control (MAC) protocol regulates transmit power to optimize the throughput of UACNs.(5) 

Moreover, a distributed power allocation algorithm is proposed to reduce energy consumption 
for different network densities.(6) In terms of multi-objective optimization, implementing 
spectrum management schemes that concurrently maximize throughput and minimize delay can 
significantly increase the spectrum utilization and data transmission rates.(7) Another example 
involves a power-rate joint allocation algorithm for orthogonal frequency division multiplexing 
(OFDM)-based UACNs, which optimizes node transmit power and improves network 
transmission rates.(8) However, most of the existing technical solutions rely on traditional 
optimization ideas, and some operations require manual participation, such as the selection of 
model parameters. Consequently, the problem of network interference remains unsolved in many 
applications. Furthermore, current UACNs have generated substantial amounts of available data 
from environmental interaction or multi-user communication. It is expected that high-density 
communication networks will generate even more real-time data in the future. However, existing 
algorithms have yet to fully utilize these data to improve the network’s performance.
 Network intelligence represents a future development trend and offers an effective means to 
meet the performance indicators of future networks.(9–12) Reinforcement-learning-based 
problem models are highly similar to the human learning process, as they both rely on the 
interactive operation between the decision-making body and the environment, and use the 
limited online feedback information actively obtained from the environment to gradually 
improve their performance. Specifically, they emphasize the trade-off between exploring the 
unknown and leveraging existing experience.(9,10) Furthermore, the interactive module of 
reinforcement learning has increasingly become a crucial part of performance improvement in 
neural networks. Theoretical research on this topic has also become the research focus of 
machine learning for improving theoretical performance.(11,12)

 The model characteristics of reinforcement learning are well-suited to the needs of intelligent 
algorithms in UACNs, particularly to compensate for the lack of information obtained by nodes 
owing to the unknown configuration environment. As such, online reinforcement learning 
algorithms have emerged as effective tools for solving the self-organization problem of 
underwater networks and have been the subject of significant research.(13,14) In reinforcement 
learning, the multi-armed bandit (MAB) model has become the focus of research in the 
theoretical analysis part of reinforcement learning in recent years owing to its simplicity of 
setting and rich extensibility.(15,16) In this study, we address the issue of transmit power 
allocation among communication nodes in the context of underwater acoustic communication. 
We present a novel distributed power allocation game algorithm that takes into account the 
quality of the communication service. Firstly, we establish a multi-node game model and 
demonstrate the existence of the Nash equilibrium solution. Secondly, we introduce the MAB 
model and its algorithm as a practical means of implementing our approach in the multi-node 
scenario. Finally, we conduct a system simulation to evaluate the performance of the proposed 
algorithm.
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 The remainder of this paper is organized as follows. In Sect. 2, the system model is 
introduced. In Sect. 3, we outline the problems that need to be addressed and present the 
corresponding solutions. In Sect. 4, we evaluate the research scheme proposed in this study. 
Finally, in Sect. 5, we provide a summary of the entire paper.

2. Related Work

 One of the most challenging issues in node deployment in UACNs is to set the power of 
communication nodes appropriately to ensure network coverage while minimizing interference 
between communication nodes within the network.(17,18) The underwater environment is 
characterized by high dynamism, and the coherence time of the acoustic channel is typically 
shorter than the processing time. Hence, conventional power allocation schemes tend to be 
outdated and ineffective, and lack scalability.
 Machine learning has shown excellent performance in computer vision, natural language 
processing, and other fields, making it a popular choice for solving resource allocation problems 
in complex wireless networks. Dynamic power control is a typical application of machine 
learning to maximize the overall rate in wireless networks. In Ref. 19, a deep-learning-based 
optimization scheme is proposed to accelerate power allocation in the presence of interference. 
Specifically, the scheme employs the weighted minimum mean squared error (WMMSE) 
algorithm to generate power allocation sets, which are subsequently used as labels to train a deep 
neural network. This approach leverages a considerable amount of global channel state 
information and allows the network to allocate power effectively. To address the issue of 
demanding instantaneous global channel state information, a deep-reinforcement-learning-
based algorithm is formulated in Ref. 20. This algorithm assumes that adjacent nodes in the 
network can share local information through cooperation. The algorithm optimizes power 
allocation in a trial-and-error fashion and converges to the performance of the WMMSE 
algorithm after sufficient trials. The proposed approach shows promise in enhancing power 
allocation efficiency and effectiveness in challenging underwater environments. However, 
further research is needed to assess the scalability and generalizability of these methods in a 
diverse range of scenarios.
 While previous works have shown good performance in power management, they may not be 
suitable for highly dynamic underwater environments. One of the main advantages of the MAB 
learning algorithm over supervised learning methods is that it does not require correct input/
output data during the training phase. Currently, some works have made significant progress in 
this area.(21,22) Dynamic power management is the process of quickly adjusting the power of 
nodes to adapt to environmental changes within a short time frame. In this process, different 
power values can be modeled as different “rocker arms,” and the benefit function is a 
performance function related to the signal-to-interference and noise ratio (SINR). In Ref. 21, the 
channel and power selection problem in a heterogeneous communication network is modeled as 
a multi-user adversarial MAB model, and the algorithm is used to achieve an equilibrium state 
to maximize the overall performance of the network. In another notable study, the authors 
investigate the problem of distributed relay station selection and power control using a state-
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varying MAB model.(22) The work takes into account the state of relevant links and relay nodes, 
which is modeled as a Markov process. By optimizing the long-term cumulative performance of 
the network and balancing the overall network rate and running time, the proposed approach 
offers a promising solution to address the issue of distributed relay station selection and power 
control in dynamic and challenging underwater environments. However, future research is 
necessary to evaluate the performance of this approach under different scenarios and to explore 
its scalability and generalizability.
 On the basis of previous work, we propose to combine the dynamic power management 
problem with the MAB learning algorithm. By doing so, we aim to realize interactive operation 
between the decision-making body and the environment, and actively utilize the limited online 
feedback information obtained from the environment to improve the algorithm’s performance 
gradually.

3. Multi-node MAB Game Model

3.1 UACN model

 The model for UACNs is depicted in Fig. 1, which comprises M receiving nodes jR j M∈, , 
and N transmitting nodes ,iS i N∈ . During communication, a signal transmitted by node Si is 
received by node Ri, which then forwards it to the surface base station. In scenarios where 
multiple nodes in the network employ the same frequency band, the interference between nodes, 
both within and across layers, is inevitable. Therefore, in this study, we focus on addressing the 
issue of power allocation in UACNs under interference conditions.
 SINR received by node Rj in UACNs can be expressed as

 2
, 1

,
( )

j jj
j N

kj k kjk j k

p h

I d d p h
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σ
≠ =
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 (1)

Fig. 1. (Color online) UACN model.
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where dkj denotes the distance between the sender k and the receiver j. The communication 
radius of the sender is denoted by ϱ. If dkj < ϱ, then I(dkj < ϱ) is equal to 1; otherwise, it is 0. The 
variable pi represents the transmit power of node Si, whereas p−i indicates the power strategy of 
other transmitting nodes, excluding node Si. The channel gain of the interference caused by 
transmitting node Sk to receiving node Ri is denoted as hkj. Additionally, , 1

N
k kjk j k p h

≠ =∑  
represents the interference resulting from other transmitting nodes that use the same frequency 
channel as receiving node Ri. In UACNs, the channel gain h can be denoted as(15)

 1
0 ( ( )) ,sp dh A d fα− − −=  (2)

where the normalization coefficient, denoted as A0, accounts for the reference amplitude of the 
wave. The transmission distance d represents the distance traveled by the wave through the 
medium. The communication frequency f refers to the frequency of the acoustic wave used for 
communication. The spread loss d−sp characterizes the attenuation of the wave due to spreading. 
The spread coefficient sp, which takes a value of 1.5 in this study, describes the rate at which the 
wave spreads through the medium. Additionally, the absorption coefficient, denoted as α( f ), is 
determined using Thorp’s empirical formula(23)
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 Moreover, we assume that the noise power of all underwater acoustic channels in our study is 
uniform and denoted as σ2.(24) Given the knowledge of channel parameters for all nodes, the 
channel capacity of the jth channel link can be obtained using the Shannon theorem formula as

 2log (1 ), 1,2, , ,
2j j
BC j Nγ= + =   (4)

where B denotes the channel bandwidth.

3.2 Multi-node MAB game model

 During underwater transmission, each transmitter aims to achieve a higher quality of service 
by transmitting data at a higher power, given the noise conditions of the underwater acoustic 
channel. However, if nodes increase their transmit power excessively, it can lead to interference 
between users and result in a higher level of network interference, which ultimately reduces the 
quality of service for users. Therefore, a balance must be struck between user service quality and 
network interference level to optimize system performance. Game theory can provide a solution 
to this problem. A game-theoretic model of power allocation in UACNs can be expressed as 
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 Note that the set of players in our power allocation game is the N transmitting nodes, and 
each transmitting node i N∈  has a strategy represented by its transmit power denoted by i ip B∈ . 
The set of all strategies for all players is also denoted by Bi, and the reward obtained by 
transmitting node i N∈  using its own strategy in the game is represented by Ui.
 For each player, the power allocation problem can be treated as a MAB problem, where the 
strategy of node (player) i N∈  is its power allocation strategy, denoted by pi. If node i N∈  has s 
feasible strategies, then its feasible strategy set is { },1 ,2 ,, ,...,

ii i i i sP p p p= . Furthermore, the 
reward in the MAB problem corresponds to the utility in the game problem. Throughout the 
solution process, players can find the optimal strategy without requiring any direct information 
exchange or prior knowledge of the channel state information.

4. Problem Description and Proposed Scheme

4.1 Problem formulation

 In a MAB game with multiple players, each player aims to maximize their own utility. We 
construct the following utility function for player i N∈ :

 2 2
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where B denotes the channel bandwidth, pi represents the transmit power of user i, hii denotes the 
channel gain from transmitting node i to receiving node j, αi represents the price factor, and pmax 
denotes the maximum transmit power of a node.
 On the basis of the aforementioned analysis, we can express the optimization problem for 
each player i in the multi-player MAB game problem as
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 As indicated in Eq. (7), in this study, we investigated the power allocation problem among 
multiple nodes while taking interference constraints into consideration. Owing to the competitive 
nature of the interaction between nodes, a node’s satisfaction (utility) depends not only on its 
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own strategy, but also on the strategies of other nodes. Consequently, the objective of all players 
is to adjust their strategies to maximize their own utility. Thus, we seek a Nash equilibrium (NE) 
as the solution to this game.

4.2 Power assignment algorithm description

 From the system model, it is known that the problem of solving the Nash equilibrium can be 
abstracted as a single-step gain maximization problem in the context of reinforcement learning. 
The reinforcement learning algorithm is to select a set of parameters with the largest benefit 
value from the action space through interactive learning. Among the current mainstream 
reinforcement algorithms, MAB is a learning algorithm that finds a single-step optimal action 
by interacting with the environment. MAB generally contains two important concepts: 
exploration and exploitation.(25,26) Exploration refers to taking actions for which the current 
reward is unknown or underestimated when interacting with the environment to estimate the 
reward of the unknown action; utilization refers to taking the action with the largest estimated 
reward among the current actions. The purpose of exploration is to find potential optimal 
actions, and the purpose of exploitation is to guarantee the reward obtained during the learning 
process. MAB generally finds the optimal action by compromising exploration and utilization, 
and the commonly used compromise methods generally include greedy and softmax algorithms. 
 In this study, we propose an approach to address the multi-node MAB game problem by 
employing ε-greedy, which offers an improved solution for selecting the power allocation 
strategy. Specifically, each decision is made using the probability ε, which allows for the 
exploration of non-optimal solutions and selects the action with the highest current reward with 
probability 1−ε. Typically, ε is set to 0.1. However, this approach has some limitations that should 
be taken into account. For a fixed reward distribution, an excessively high ε will lead to too 
many random exploration processes, resulting in lower average returns. However, in the case of 
random rewards, if ε is very small, the strategy will not be able to fully explore the action to 
obtain a local optimal action, and the final reward cannot be maximized.

Algorithm 1：ε(t)-greedy-based game learning algorithm
1:  For all actions ia P∈ , initialize the counter Count(a) = 0 and the expected reward estimate 

Q(a) = 0.
2:  Initialize the maximum sampling probability εstart = 0.9, the minimum sampling probability 
εend = 0.02, and the learning time T.

3: for 1t T= →  do
 a) Calculate the sampling probability ε at time t via Eq. (8).

 ( )start start end
t
T

ε ε ε ε← − × −  (8)

 b) Select the action according to Eq. (9).
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 c) Calculate the reward Ui(at) via Eq. (6).
 d) Update counter Count(at).

 ( ) ( ) 1t tCount a Count a← +  (10)

 e) Update expected reward Q(at).
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4: end for

 During the action selection process, it is common to increase the number of explorations 
during the early stage and decrease it in the later stage while relying more on exploration 
conclusions. This means that ε is typically inversely proportional to the number of explorations, 
T. An improved algorithm, ε(t)-greedy, is based on ε-greedy and can be obtained. The power 
allocation process is described in detail in Algorithm 1.

5. Simulation and Performance Evaluation

 To evaluate the effectiveness of the proposed algorithm, we assume UACNs consisting of 
three transmitting nodes and three receiving nodes with coordinates as shown in Table 1. In this 
study, we analyze the algorithm’s performance in terms of the (a) effects of different values of 
the price factor α on the utility function, (b) the impact of varying the number of nodes in 
UACNs on the algorithm, (c) convergence analysis when three transmitting nodes coexist, and 
(d) a comparison between the proposed algorithm and the random strategy. The node’s maximum 
transmit power is set to pmax = 10 W, the system bandwidth to B = 10 kHz, the propagation 
coefficient to sp = 1.5, the carrier frequency to f = 20 kHz, the noise power to δ2 = 1.5 × 10−7, and 
the number of iterations to 50000.

Table 1
Coordinate information for multiple transmitter–receiver pairs.

S1 S2 S3 R1 R2 R3
x (km) 0.1 0.1 0.8 0.5 0.5 0.3
y (km) 0.1 0.5 0.2 0.5 0.1 0.25
z (km) 0.1 0.12 0.1 0.1 0.12 0.12
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 In this work, we first compare the effects of ε-greedy and ε(t)-greedy on the algorithm. 
Figure 2 shows that the stability of ε(t)-greedy becomes stronger as the number of learning 
increases. For exploration using ε-greedy, an action is always chosen randomly with the same 
probability, which makes the utility curve fluctuate greatly, so the utility estimate obtained is not 
always optimal. Therefore, the cumulative effect curve of ε-greedy when the time gap reaches 
150 is significantly lower than that of ε(t)-greedy. Moreover, if a fixed value of ε is used, the 
utility estimate becomes more accurate as more rounds are selected, and at this time, we should 
reduce the number of explorations, i.e., gradually reduce ε. In this way, much exploration will be 
carried out at the very beginning, and eventually, the focus will be on utilization, so in this work, 
we use ε(t)-greedy.
 Next, we analyze the convergence of the utility and power curves of node S1 when the number 
of nodes in UACNs is varied. As shown in Fig. 3, the utility is maximal when the number of 
nodes is Num = 1, and it decreases as the number of nodes increases, with the minimal value 
occurring when Num = 3. Similarly, the power is also highest when Num = 1 and lowest when 
Num = 3. This can be attributed to the fact that as the number of nodes increases, the interference 
at node S1 increases, leading to a continuous decrease in its utility.

Fig. 2. (Color online) Performance comparison of ε-greedy and ε(t)-greedy.

(a) (b)

Fig. 3. (Color online) Performance comparison of (a) power and (b) utility curves of node S1 as the number of 
nodes, Num, increases.
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 In this section, we analyze the convergence of the utility and power curves of nodes S1, S2, 
and S3 when Num = 3. As depicted in Fig. 4(a), the algorithm converges to equilibrium after 200 
iterations and obtains the optimal transmit power of each node. It is worth noting that the 
fluctuation of the transmit power curve of each node decreases with the algorithm iteration, 
indicating the effectiveness of the proposed algorithm. Moreover, Table 1 shows that the 
interference of node S3 increases with the proximity of its receiving node to nodes S1 and S2, 
resulting in the smallest transmit power during equalization, whereas node S1 has the largest 
transmit power. Correspondingly, Fig. 4(b) reveals that, upon reaching equilibrium, node S3 
attains the smallest utility, while node S1 achieves the largest utility.
 Finally, we compare the proposed ε(t)-greedy strategy with the random strategy. To mitigate 
the effect of randomness on algorithm performance, we repeat each algorithm 100 times and 
observe their average performance. Assuming that there are two transmitter–receiver pairs in 
the network, Fig. 5 shows the comparison of the utility curve variation under the guidance of 
ε(t)-greedy and the random strategy as the distance between nodes S2 and R1 increases. It is 

Fig. 4. (Color online) Performance comparison of (a) power and (b) utility curves in the case of three groups of 
nodes.

Fig. 5. (Color online) Performance comparison of ε(t)-greedy and random strategy.

(a) (b)
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evident that as the interference decreases (distance increases), ε(t)-greedy promotes node S1 to 
achieve higher utility, reflecting its strong environmental adaptability. This result is primarily 
attributed to the balanced mechanism of exploration and exploitation in ε(t)-greedy, enabling the 
node to continuously adjust its transmit power based on the environment.

6. Conclusions

 In this study, we proposed a distributed power allocation game algorithm to balance node 
interference in UACNs, modeled as a multi-node MAB game. First, the transmitting node is 
considered as an agent and its transmit power is divided into action sets with a utility function 
fitted on the basis of SINR and power cost. The existence and uniqueness of the constructed 
multi-node MAB game model Nash equilibrium are then verified. An improved search strategy, 
ε(t)-greedy, is proposed to achieve the search of multi-node equilibrium points. Simulation and 
comparative analysis demonstrate that the proposed algorithm can adaptively adjust the transmit 
power according to the environment and optimize the SINR level of the entire system, leading to 
an improved network quality of service and preventing the nodes from falling into vicious 
competition. However, owing to the limited energy supply of the nodes, the transmit power 
decreases as the battery life decreases. Future work will focus on energy efficiency in UACNs to 
enhance the nodes’ survival time.
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