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 Shape from focus (SFF) is a 3D shape measurement technique using a monocular camera. 
SFF also provides an all-in-focus image from multiple defocus images. In SFF, the pixelwise 
focused camera position and pixel data are determined from the degree of focus (focus measure). 
We previously reported that the optimal window size in the focus measure computation for 
accurate 3D shape measurement depends on the local texture frequency of objects. In this study, 
we validate the performance of the all-in-focus image reconstruction. We performed two tests: 
image quality validation using human tissue slides and a feasibility test using animal tissue. 
First, the image quality was validated using the similarity between reference images and 
reconstructed images of five human tissue slides. Second, the surface texture of an animal tissue 
was reconstructed as a feasibility test. The experimental results show that the similarity of the 
reconstructed images was significantly high, and the precise texture of the tissue 3D surface 
could be clearly observed. From the experiments, we demonstrate the reconstruction 
performance of the all-in-focus image by SFF both quantitatively and qualitatively.

1. Introduction

 The 3D measurement of an object is still an interesting topic in sensing and measurement. 
Accurate 3D shape measurement is practically performed for the validation and inspection of 
objects in both industrial and scientific fields, for example, for comparison between CAD 
models and 3D scans and for the 3D visualization of tissues and cell microstructures. In medical 
imaging, 2D or 3D shapes of tissues or organs are obtained by computed tomography (CT), 
magnetic resonance imaging (MRI), ultrasonography, and so on. These modalities can provide 
the shape and inner structure based on the respective imaging principles but not the surface 
texture. Moreover, optical imaging can obtain the texture but not the 3D shape. Therefore, a 
measurement technology that can simultaneously measure both the shape and the texture has a 
potential to improve the accuracy of diagnosis including detection by deep neural networks. 
Moreover, a textured 3D shape can contribute to surgical navigation. Texture information can 
improve nonrigid registration accuracy.(1)
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 Many methods of 3D shape measurement have been proposed, including laser scanning(2,3) 
and optical image processing. Although laser scanning is popular and accurate, both a laser 
scanner and a camera are required, and the scanner itself does not provide the texture of the 
object. Three-dimensional shape measurement by stereoscopy using two or more cameras is a 
representative optical image processing method and is employed in many cases.(4,5) However, the 
ambiguity of stereo matching sometimes results in incorrect measurements, and matching points 
must be visible at both cameras. Shape estimation from the illumination difference, known as 
shape from shading, is another measurement method with one camera.(6,7) Although it works 
well on smooth and textureless surfaces, it is very difficult to distinguish the illumination from 
the brightness of the texture itself. Hence, its range of applicable conditions is limited. Shape 
from focus (SFF) and shape from defocus are also passive methods for obtaining the 3D shape of 
an object by estimating the depth of each pixel from images taken with different focus 
settings.(8–16) The best focus setting at a pixel is directly related to its depth. SFF works well on 
textured surfaces and it is suitable for natural objects including human tissues because it 
provides both the 3D shape and the texture simultaneously. Previously, we proposed and 
developed a prototype endoscope that can control the image sensor position to change the depth 
of focus, and we validated its reconstruction accuracy using planar and cylindrical objects with a 
checker texture.(17)

 In SFF, a focus measure, the degree of focus, is estimated from images of different focus 
levels. Many focus measures have been proposed, including the Tenengrad focus measure 
(TEN),(18) modified Laplacian (ML),(9) sum of ML (SML), Laplacian of Gaussian (LoG), and 
gray level variance (GLV).(19,20) The relative performance of different focus measures has been 
reported to strongly depend on imaging conditions and the size of the operator’s window.(21) To 
compute a focus measure, different fixed window sizes, ranging from 3 × 3 to 7 × 7 or more, 
have been used. Malik and Choi reported a study on illumination effects and window sizes.(22) 
They showed that increasing the window size reduces the depth resolution due to oversmoothing 
effects. On the other hand, small windows increase the sensitivity to noise.(23,24) Pertuz et al. 
suggested that the optimum window size is a trade-off between spatial resolution and 
robustness.(21) As a more robust approach, an adaptive window size determined by the median 
absolute deviation (MAD) has been reported.(24) The window size is enlarged until the MAD is 
larger than a threshold. However, the threshold should be determined for an object by an object. 
We previously reported that the optimal window size can be determined from the local frequency 
of the object’s texture.(25) Note that the above studies focused on the accuracy of 3D shape 
measurement and not on the quality of the all-in-focus image. 
 From the above survey, SFF would be useful for medical purpose. As focused on 
reconstructed all-in-focus images, one of the expected applications is microscopic imaging, 
which is used for pathological diagnosis and microsurgery. Microscopy generally has a very low 
depth of field due to its high magnification, and partial blur is inevitable for some biological 
specimens with 3D shapes. SFF can be useful to remove the blur, and the quality of the 
reconstructed all-in-focus image is important in the applications. In this study, we validate the 
quality of the reconstructed all-in-focus image from a focal stack both quantitatively and 
qualitatively. 
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Fig. 1. Principle of depth from focus.

2. Materials and Methods

2.1 SFF

 Figure 1 shows the principle of imaging under focused and defocused conditions. Let P be a 
point on the surface of an object. Its focused image is obtained at Q on the image plane. Then, 
the distance U between the lens and point P and the distance V between the lens and the image 
plane have the following relationship, where f is the focal length:

 
1 1 1
U V f

+ = . (1)

 A defocused image is obtained at Q'. The blurring effect is generally modeled by the point 
spread function (PSF) as
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 Image formation involves the convolution of the actual image I(x, y) and the PSF:

 ( ) ( ) ( ), , * ,I x y h x y I x y=′ . (3)

 To find the focused position of each pixel, multiple frames are captured with various focusing 
parameters by translating the camera position, the image sensor position, or the lens. Focus 
measures expressing the degree of focus are calculated for each pixel in the captured frames. 
The focusing parameter giving the maximum focus measure is estimated as the focused position 
at the pixel. Therefore, the depth of each pixel can be obtained. The focus measure fm at a pixel is 
obtained as:

 ( ) ( ) ( ), , * ,mf x y LOG x y I x y′= , (4)
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Fig. 2. (Color online) Setup for image acquisition. The tissue slide was placed on the stage with a slope for 
defocused image acquisition or without a slope for reference image acquisition. The microscope was electrically 
moved from the lower position to the upper position by the linear actuator.

where LOG is a LoG filter acting as a band-pass filter. Let I(s, x, y) denote multiple defocused 
images at camera position s and fm(s, x, y) denote the corresponding focus measures. Then, the 
camera position that provides the maximum focus measure is given for each pixel as

 ( ) ( ), arg max , ,m
s

s x y f s x y= , (5)

and the depth of point (x, y) is directly obtained from the camera position using Eq. (1). Finally, 
the focused pixel value for each pixel is given by

 ( ) ( )( )* , , , ,I x y I s x y x y= , (6)

where I* is the reconstructed all-in-focus image.

2.2 Experimental setup

 Figure 2 shows the experimental setup used in this study. A monocular camera (IK-4KH, 
Canon Global) with a resolution of 3840 × 2160 pixels was mounted on a microscope (SZ61, 
Olympus). The microscope was fixed with a linear actuator (OSMS20-85, Sigma Koki) to 
control its height. 
 We validated the reconstructed image quality using human tissue slides and the reconstruction 
feasibility of an object with a 3D shape using ex vivo animal tissues. For quality validation, five  
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Fig. 3. (Color online) Tissue slide on stage with slope of 30°.

Fig. 4. (Color online) Pig intestine used for ex vivo experiment.

slides of human tissues, namely, stomach, liver, duodenum, thyroid, and areolar connective 
tissues (Normal Human Histology, Basic Set, 3B Scientific), were used. First, images of the 
slides were acquired from perpendicular to the focused position as reference images. Next, the 
objects were placed at a tilt angle of 30°, as shown in Fig. 3; then, the camera was moved from a 
too-near defocused position to a too-far defocused position at 1 μm intervals, and the camera 
position and image were recorded at each position. The focus measure at each pixel was 
computed; then, all-in-focus images were reconstructed. The defocused and reconstructed 
images were registered to the reference images using an image registration technique based on 
the AKAZE algorithm,(26) which is implemented in the OpenCV library. Then, the similarity 
between the reconstructed and reference images was calculated using the zero-mean normalized 
cross-correlation (ZNCC). 
 For the feasibility test, the fresh pig intestine shown in Fig. 4 was used. The specimen was 
opened, and its inner surface was photographed in the same way as in the above experiment. The 
all-in-focus image of the specimen was also reconstructed. 
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(a) (b)

3. Validation of All-in-focus Image Quality

 Figure 5 shows the reconstructed depth maps and all-in-focus images of the slides. A window 
size of 5 × 5 was used. The slope shape was accurately obtained in each sample. Some errors 

Fig. 5. (Color online) (a) Depth maps and (b) all-in-focus images of five human tissues. The slope was accurately 
obtained, and some errors were observed in the poor texture region (white area).
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were observed in the poor texture region (white area). However, all-in-focus images were well 
reconstructed because the white area is not changed in focus or defocus condition. Figure 6 
shows the defocused, reconstructed, and reference images. The defocused images that were 
focused at the center were selected. The reconstructed all-in-focus images were compared with 
the corresponding focused reference images. Table 1 shows the results of the experiment. The 
similarities of the reconstructed images were significantly higher than those of the defocused 
images. Finally, the reconstruction results of the ex vivo tissue are shown in Fig. 7. A window 
size of 21 × 21 and a 1280 × 960 region were considered. Figures 7(a) and 7(b) show the raw and 
all-in-focus images, respectively. Figure 7(c) shows the absolute difference between them with 
contrast enhancement. Figure 7(d) shows the depth map. The results suggest that the  all-in-focus 
image could be reconstructed in the whole area and that the precise texture could be observed.

Fig. 6. (Color online) (a) Defocused, (b) reconstructed, and (c) reference images of five human tissues. The 
defocused and reconstructed images were registered to the corresponding reference images. The rectangles express 
the region used for the computation of correlation coefficients.

(a) (b) (c)
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Table 1
Similarities of the defocused and reconstructed images.
Tissue Defocused image Reconstructed image
Stomach 0.91 0.94
Duodenum 0.87 0.96
Liver 0.91 0.96
Thyroid gland 0.89 0.95
Areolar connective tissue 0.97 0.97
Overall* 0.91 ± 0.04 0.96 ± 0.01
*p < 0.05

Fig. 7. (Color online) Results of all-in-focus reconstruction of pig intestine: (a) defocused image,  (b) all-in-focus 
image, (c) absolute difference image with contract enhancement, and (d) depth map.

4. Discussion

 From the results, the similarities were significantly increased in the all-in-focus images by 
using the SFF technique. The small difference between the reconstructed and reference images 
was caused by the difference in image resolution because the slides for reconstruction were 

(a) (b)

(c) (d)
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photographed at an angle. To obtain the ground truth image directly, a lens with the deep depth 
of field is needed; however, other camera parameters are also changed and the image is not 
suitable for  pixelwise validation. Therefore, we believe that the validation method is practical.
 The image quality was validated using flat objects without 3D shapes. The possibility of all-
in-focus image reconstruction for a 3D object was demonstrated by the test using the tissue 
surface; however, the quantitative performance for an object with a curved surface is not yet 
clear. Theoretically, a smooth curved surface does not affect the reconstruction accuracy; 
however, occlusions and shade cause a decrease in accuracy. Thus, some improvement of the 
focus measure computation would be needed for more realistic objects. 
 The SFF technique requires a rich texture for focus measure computation and cannot 
determine the focused position for textureless objects. Some compensation methods such as 
shape measurement from shading and pattern projection have been reported.(27) A combined 
approach is expected to be reasonable for shape and texture measurements. Another technical 
problem is a change in magnification during focusing. In the present implementation, each pixel 
of all acquired images is assumed to be at the same point in an object without the consideration 
of magnification. The compensation of magnification shift(28) would be required to further 
improve the reconstruction accuracy.

5. Conclusions

 This study validated the quality of all-in-focus images by using the SFF technique. Validation 
results showed that the reconstructed all-in-focus images have significantly higher similarities to  
the in-focus images than the raw photographed images. We confirmed that the SFF technique 
can provide accurate all-in-focus images as well as the 3D shape.
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