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	 To address the current problems of accuracy and reliability of the equivalent circuit models 
for lithium-ion batteries and sensors, in this study we propose an improved barnacle mating 
optimizer (IBMO) to accurately identify parameters. First, an improved second-order RC model 
(ISO RC) is derived by segmenting the battery hysteresis voltage and introducing it into the 
second-order RC model (SO RC model) as a controlled source, which better reflects the dynamic 
effects of the battery than the SO RC model. Second, the tent chaos mapping, cosine control 
factor, and Levy flight strategy are introduced to enhance the convergence performance of the 
IBMO. Its convergence performance is verified by comparison with other existing intelligent 
algorithms using five single-peak and four multipeak test functions. Finally, the IBMO-ISO RC 
model is established by using the IBMO as the identification strategy of the ISO RC model in the 
simulation of two real operating conditions of lithium-ion batteries. The root mean square error 
of the model under the two operating conditions is only 0.0431 and 0.0483, and the mean 
absolute percentage error is only 0.38 and 0.56%, outperforming other existing models. The 
IBMO proposed in this study enables higher model recognition accuracy, making it highly 
convenient for lithium-ion battery and sensor-related research.

1.	 Introduction

	 Behind the increasing application of lithium-ion batteries (LIBs) and sensors, the related 
technologies based on their application have also received increasing attention from many 
researchers.(1) Li et al.(2) argued that battery and sensor modeling technology can simulate static 
and dynamic behaviors and is a fundamental technology for conducting sensor- and LIB-related 
research. Zhao et al.(3) claimed that accurate models can simulate the actual operating conditions 
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of batteries, making them highly convenient for LIB-related research and promoting the 
development of new energy grid-connected power generation and green transportation and the 
alleviation of the shortage of traditional energy sources and the problem of environmental 
pollution. 
	 Currently, the most commonly used battery model is the equivalent circuit model (ECM).(4) 
The ECM simulates the external characteristics of a real battery by forming a two-port network 
with ideal power supplies, capacitors, and other components.(5) The ECM structure is relatively 
simple, its accuracy is high, and it can be built relatively easily in various circuit simulation 
software, resulting in its frequent application. Kalogiannis et al.(6) argued that the accuracy of 
the ECM is influenced by various factors. First, the ability to correctly simulate the dynamic/
static response of the battery is an important indicator for judging the accuracy of the model. 
The second-order RC model (SO RC model) simulates the electrochemical polarization reaction 
and the concentration difference polarization reaction of the battery separately, which can 
effectively reflect the dynamic characteristics of the battery, but it fails to consider its hysteresis 
effect.(7) Therefore, in this study we propose a correction strategy based on the previous work to 
balance the hysteresis effect, thus improving the accuracy of the model.
	 Ouyang et al.(8) argued that the model identification strategy also has a significant impact on 
the simulation accuracy of battery and sensor models. Numerous scholars have proposed 
parameter identification strategies based on the many available intelligent optimization 
algorithms.(9) Such methods can quickly and accurately identify the model parameters of LIBs 
and sensors by virtue of the optimization-seeking capability of intelligent algorithms.(10) The 
barnacle mating optimizer (BMO) is a novel heuristic algorithm for the optimization of complex 
problems.(11) It has the advantages of few parameters, high merit-seeking ability, and a simple 
principle. However, it has some drawbacks, including insufficient population diversity at the 
beginning of iteration, falling easily into a local optimum, and unstable convergence 
performance. In this study, an improved barnacle mating optimizer (IBMO) based on the BMO 
is proposed to effectively solve its shortcomings and apply it to the problem of LIB parameter 
identification. The IBMO has better convergence accuracy and convergence speed than 
comparative algorithms and can accurately and effectively identify the parameters of LIB 
models.
	 The main contributions of this study are as follows.
(1)	We propose an ECM model for LIBs that considers the hysteresis effect, called the improved 

SO RC model (ISO RC model), which has improved accuracy compared with SO RC.
(2)	An IBMO with strong convergence performance is proposed to identify the parameters of 

LIB models.
(3)	The parameter identification accuracy of the IBMO was verified for two actual battery 

operating conditions.
	 The remainder of this study is organized as follows: Sect. 2 introduces studies related to the 
parameter identification problem of LIBs; Sect. 3 describes the process of establishing the ISO 
RC model; Sect. 4 introduces the proposed IBMO and verifies its performance; Sect. 5 presents 
the simulation of the IBMO-ISO RC model for two types of batteries with actual operating 
conditions; Sect. 6 summarizes the research and its contributions and provides an outlook on 
future research.
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2.	 Literature Review

	 The problem of LIB model parameter identification has received much attention because of 
its importance in research related to LIBs.(12) Previous studies have focused on two aspects. The 
first is to improve the ECM to increase its accuracy and adaptability. The other is to investigate 
the model identification strategy to better exploit the advantages of the model.
	 The key point in improving the ECM is to simulate the hysteresis effect with higher accuracy. 
The most direct way to simulate the hysteresis effect is to use the average open circuit voltage 
(OCV) curves of the battery charge and discharge as the OCV curves of the model, but this 
method can cause large hysteresis errors in the model in the case of complex battery 
conditions.(13) Plett(14) proposed an improved model that fitted the hysteresis effect as a function 
of state of charge (SOC) and time. The method improves the accuracy of the model but increases 
its complexity, making the operation substantially slower. Windarko and Choi(15) modeled the 
hysteresis by mapping the input and output of the primary and secondary hysteresis loops, which 
provides some control over the hysteresis error. However, the model generated by this method 
cannot describe the secondary hysteresis loop. Therefore, the accuracy of the model cannot be 
further improved.
	 Model parameter identification strategies are mainly divided into online and offline 
identification. Online identification can modify the model parameters in real time in accordance 
with the working environment of the model, making it suitable for real-time control of the 
battery, but it requires a high computing speed of the processor. Verbrugge and Koch(16) and 
Pattipati et al.(17) improved the basis of the least squares (LS) method and proposed a weighted 
regression LS method and a recursive LS method based on the forgetting factor, respectively, to 
achieve the real-time estimation of parameters. However, these two methods generate large 
measurement noise as the amount of cell data increases, thus significantly reducing the 
discrimination accuracy. Tan et al.(18) combined the recursive LS method and the extended 
Kalman filter algorithm, thereby combining the advantages of the two methods and significantly 
improving the discrimination accuracy, but this increased the complexity of the model and was 
not applicable to system-level operations. Traditional offline identification methods mainly 
include the LS method and subspace method.(19) These methods are more direct and simpler, but 
the recognition accuracy is low. However, with the application of heuristic algorithms in the field 
of battery parameter identification, the accuracy and reliability of offline identification strategies 
have substantially improved. Shen and Li(20) proposed a multiscale parameter identification 
method that combines the particle swarm optimization algorithm (PSO) and the Levenberg–
Marquardt algorithm (LM), with PSO used for coarse-scale identification and LM used for fine-
scale identification, thus effectively improving the convergence accuracy of the algorithm. 
However, this increased the complexity of the model and reduced its convergence speed. Yu et 
al.(21) and Li et al.(22) improved PSO by proposing the co-evolutionary PSO and the mixed-
swarm-based cooperative PSO, respectively, which improved the convergence performance and 
robustness of the algorithm and increased the identification accuracy. El-Sehiemy et al.(23) and 
Ferahtia et al.(24) used an enhanced sunflower optimization algorithm and the artificial 
ecosystem optimization algorithm, respectively, for parameter identification modeling, which 
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improved the speed of model identification and the efficiency of the parameter identification 
process. However, the above algorithms still have convergence problems, and the identification 
model still has some limitations and cannot maintain stable identification accuracy under the 
varying working conditions of the battery environment.
	 In this study, an IBMO-ISO RC parameter identification strategy is proposed. The strategy 
considers the hysteresis effect, and the convergence performance of the algorithm is improved 
by adding tent chaos mapping, the cosine control factor, and Levy flight strategy to the 
identification strategy. The proposed strategy has high identification accuracy, and its accuracy 
and adaptability are verified for two different working conditions.

3.	 Lithium-ion Battery Equivalence Model

3.1	 SO RC model

	 The SO RC model decomposes the polarization effect into an electrochemical polarization 
effect and a concentration difference polarization effect, which are each represented by an RC 
resistance network, to cope with complex cell operating conditions, as shown in Fig. 1. Here, Rpa 
and Rpb denote the electrochemical polarization resistance and the concentration polarization 
resistance, and Cpa and Cpb denote the electrochemical polarization capacitance and the 
concentration polarization capacitance, respectively.
	 The terminated voltage equation is expressed as

	 ( )t ocv L pa pbU U soc R i U U= − ⋅ − − ,	 (1)

	 1 11 (1 )
t t

j j j
Pa Pa L paU U e i e R

∆ ∆
− −

+ = ⋅ + ⋅ − ⋅τ τ ,	 (2)

	 2 21 (1 ) ,
t t

j j j
Pb Pb L pbU U e i e R

∆ ∆
− −

+ = ⋅ + ⋅ − ⋅τ τ 	 (3)

where j denotes the jth sample, Δt denotes the sampling interval, τ1 = Rpa Cpa , and τ2 = Rpb Cpb. 

Fig. 1.	 (Color online) SO RC model.
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	 The SO RC model can solve the problem of unsynchronized electrochemical polarization and 
concentration polarization processes, it can also better reflect the dynamic characteristics of the 
battery, enabling it to cope with relatively complex battery operating conditions.

3.2	 ISO RC model

	 Although the SO RC model better considers the effect of polarization reflection on the 
dynamic characteristics of the battery, the hysteresis effect is still not considered. The hysteresis 
effect exhibits a complex dynamic behavior, which is reflected by the fact that the battery has 
different equilibrium potentials depending on whether it is previously charged or discharged, 
even if its SOC is the same.
	 The relationship between the hysteresis voltage and SOC due to the battery hysteresis effect 
is shown in Fig. 2 (obtained from the OCV–SOC curve in Sect. 5 after eliminating the battery 
polarization effect). 
	 As seen in Fig. 2, the hysteresis voltage exists for different SOCs of the battery, causing the 
same SOC to correspond to different OCVs when the battery is charged and discharged, thus 
affecting the accuracy of the battery model. Therefore, in this study, we propose a correction 
strategy to weaken the hysteresis effect and thus reduce its impact on the model accuracy.  The 
hysteresis voltage–SOC curve is segmented and linearized into five segments in accordance 
with the curve characteristics, as shown in Fig. 3.
	 The linearized hysteresis voltage–SOC curve is described in the following form:

	

, 0 0.1
,  0.1 0.35

( ) ,, 0.35 0.75
, 0.75 0.95
, 0.95 1

A soc B soc
C soc D soc

W soc P soc
E soc F soc
G soc H soc

⋅ + ≤ <
 ⋅ + ≤ <= ≤ <
 ⋅ + ≤ <

⋅ + ≤ ≤

	 (4)

where A, B, C, D, E, F, G, H, and P are fitted parameters.

Fig. 2.	 (Color online) Hysteresis voltage–SOC 
curve.

Fig. 3.	 (Color online) Segmented curve of 
hysteresis voltage after linearization.
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( )
2

W soc  is introduced into the SO RC model as a correction to the average OCV–SOC curve in 

the form of a controlled voltage source, as shown in Fig. 4.
	 From Fig. 4, the expression for the terminal voltage of the model is derived as

	 ( )( ) ,
2t ocv L pa pb

W socU U soc R i U U Sig= − ⋅ − − + ⋅ 	 (5)

where Sig is the signal factor: Sig = 1 when iL > 0, Sig = −1 when iL < 0, and Sig is the same as its 
value at the previous sampling point when iL = 0. The discretized expressions of Upa and Upb are 
the same as Eqs. (2) and (3), respectively.
	 The ISO RC model considers the hysteresis effect of the battery on the basis of the original 
model, which has higher accuracy in dealing with the battery dynamics and is more suitable for 
complex battery working conditions. Therefore, the ISO RC model is chosen for parameter 
identification in this study, and the accuracy and adaptability of the improved model are verified 
in Sect. 5.

4.	 Algorithm Analysis and Improvement

4.1	 BMO

	 The BMO is a metaheuristic algorithm inspired by the mating behavior of barnacles in 
nature. The mating population of a barnacle includes all barnacles within its penile range and all 
barnacles that are beyond the penile range, but these barnacles may become competitors for its 
mate. Taking this concept as an inspiration, the barnacle algorithm is divided into the following 
stages.

4.1.1	 Population initialization

	 Barnacles are considered as candidate solutions in the BMO and their population vectors can 
be described by the following N × n matrix:

Fig. 4.	 (Color online) ISO RC model.
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where N denotes the number of decision variables and n denotes the number of barnacles in the 
barnacle population. The upper and lower bounds of each decision variable are determined as 
follows:

	 1[ , , ]iub ub ub=  ,	 (7)

	 1[ , , ],ilb lb lb=  	 (8)

where ub and lb respectively denote the upper and lower bounds of the ith decision variable. The 
algorithm is executed by first determining the value of each individual solution, and then placing 
the optimal solution at the top position of the matrix X by ranking the values of the individual 
solutions.

4.1.2	 Algorithm selection process

	 The process of BMO selection was inspired by the selection of mates by barnacles, and the 
following criteria were followed in the selection process.
(1)	Selection is restricted to the length of the barnacle penis (pl), while the entire selection 

process is randomized.
(2)	Each barnacle can offer or receive sperm during fertilization but can only receive sperm from 

another barnacle once.
(3)	Although individual barnacles contain both female and male sexual organs, their self-

fertilization process is not considered and no new offspring are produced by self-fertilization.
(4)	When all selections during the iterative process exceed the value of pl set by the previous 

initialization, the limit is exceeded and no normal mating process occurs, which also leads to 
the sperm-casting process.

	 Criteria (1) and (2) correspond to the mining process of the algorithm, while criterion (4) 
corresponds to the exploration process. Barnacles choose mates randomly, and thus the following 
equations are satisfied:

	 randperm( )db n= ,	 (9)

	 randperm( ),mb n= 	 (10)

where n is the number of barnacle populations and bd and bm represent the mating of two 
barnacles.
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4.1.3	 Algorithm reproduction process

	 The process of BMO reproduction is mainly based on the Hardy–Weinberg principle. This 
leads to the following expression for the generation of new variables in barnacles:

	 ,new
d m

N N N
i b bx px qx= + 	 (11)

where P denotes a pseudo-random number between 0 and 1 and q = (1 − p). 
d

N
bx  denotes the father 

parameter of the barnacle, and the corresponding 
m

N
bx  denotes the mother parameter of the 

barnacle.
	 When the selected distance exceeds a predetermined pl value, a sperm-casting process 
occurs, expressed as follows:

	 ,new
m

n n
i bx rand x= × 	 (12)

where rand denotes a random number between 0 and 1. During each iteration, the optimal 
solution is selected and placed at the top of matrix X.

4.2	 IBMO

	 Although the BMO has played an important role in some optimization problems, it has 
limitations: there is insufficient population diversity at the beginning of the iteration, it easily 
falls into a local optimum, and there is scope to improve the convergence accuracy and 
convergence speed. To address some of these shortcomings, the following improvement 
strategies are introduced in this study.

4.2.1	 Tent chaos mapping

	 The quality of the initial population has a strong impact on the search efficiency of the BMO. 
In this study we take advantage of the regularity and ergodicity of tent chaos mapping and use it 
to generate the initial population of barnacles.
	 The tent chaos mapping equation is

	 1

,                  0.7
0.7 .

10(1 ) ,   0.7
3

i

i

i

Tent rand
Tent

Tent rand
+

 <= 
 − × ≥


	 (13)

	 Thus, the n × N population generation process for barnacles is as follows: an n-dimensional 
rand vector is first generated as the first column of the population, after which the remaining 
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N − 1 columns of n-dimensional individuals are obtained by iterating over the individuals of 
each dimension using Eq. (13) and are then mapped to individual barnacles by the following 
equation:

	 *( ) ,X Tent ub lb lb= − + 	 (14)

where Tent is the n × N-dimensional matrix obtained by iterating the above population generation 
process, X is the generated population, ub is the upper limit of individuals, and lb is the lower 
limit of individuals.

4.2.2	 Cosine control factor

	 The cosine control factor possesses the oscillatory property of the cosine function and has 
good convergence, which can effectively improve the search range of the algorithm. Its equation 
is as follows:

	 0.5 cos( ) 0.5,
_l

lcc
Iteration max

= × + 	 (15)

where _Iteration max is the maximum number of iterations and l is the current number of 
iterations.
	 Applying the cosine factor to Eq. (11) yields the new offspring equation

	 (1 ) .new
d m

N N N
i i b i bx cc x cc x= + − 	 (16)

4.2.3	 Levy flight strategy

	 To improve the performance of the algorithm by preventing it from falling into a local 
optimum, the Levy flight strategy (LF) is introduced in this study. The LF can effectively 
improve the search ability of the algorithm by random wandering. Its equation is expressed as 
follows:

	 ( ) 1~ ALevy
B

×

β

σβ 	 (17)

	
( )

1

( 1)/2
1sin( 2)

,12
2

β

β
ββ

σ ββ−

 Γ +π×
× = + × Γ    

	 (18)
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where Levy(β) is the random step, A and B are random numbers obeying the standard normal 
distribution, Γ is the gamma function, and β is the LF parameter, which is taken as 1.5 here.
	 By introducing the above LF into the BMO sperm-casting process, a new sperm-casting 
equation can be obtained as

	 ,new
m

n n
i bx Levy x= × 	 (19)

where Levy is a random search vector obeying the LF distribution.

4.2.4	 IBMO operation process

	 The specific operation process of the IBMO is as follows.
(1)	Initialize parameters: set parameters such as the barnacle population size, the maximum 

number of iterations of the algorithm, pl values, ub, lb, and population dimensions.
(2)	Generate a more uniformly distributed initial population of barnacles using tent chaos 

mapping.
(3)	Calculate the initial fitness value of the barnacles, rank the barnacles in accordance with the 

fitness value, and place the optimal liberation at the top position of the matrix X.
(4)	Select male and female barnacles to be mated in accordance with the barnacle algorithm 

selection criterion.
(5)	Determine whether the distance between male and female barnacles is less than pl. When the 

distance is less than or equal to pl, the reproduction process of barnacles occurs in 
combination with the cosine control factor to update the position of the next generation; 
otherwise, the sperm-casting process occurs in combination with the LF to update the 
position of the offspring.

(6)	Calculate the fitness value of the offspring barnacles and rank them to update the optimal 
solution at the top position of X.

(7)	Determine whether the end-of-iteration condition is satisfied. If the condition is satisfied, the 
optimal solution is output; otherwise, return to step 4 to continue the iterative process.

	 The flowchart of the IBMO operation is shown in Fig. 5 (improvements have been marked in 
light green).

4.3	 Algorithm performance testing

	 Nine standard test functions were selected to test the performance of the IBMO. Among 
them, F1–F5 are single-peak test functions, which were used to test the local search capability of 
the algorithm, and F6–F9 are multipeak test functions, which were used to test the global search 
capability of the algorithm. The information of each test function is shown in Table 1.
	 To further validate the superiority of the IBMO, we tested the PSO,(25) the whale optimization 
algorithm (WOA),(26) the seagull optimization algorithm (SOA),(27) the sailfish optimizer 
(SFO),(28) the grey wolf optimizer (GWO),(29) the improved grey wolf optimizer (IGWO),(30) and 
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the conventional BMO algorithm for comparison. All algorithms were tested using MATLAB 
R2017a, the computer operating system was Windows 10, the processor was Intel Core i5-
6300HQ 12 GB, the population was set to 30 for all algorithms, the maximum number of 
iterations was set to 500, and the other parameters of the algorithms were consistent with the 
original literature. Each algorithm was run 30 times independently for each standard test 
function, and the optimal value, average value, standard deviation, and average rank of the 
algorithm were recorded for the 30 results, The test results are shown in Table 2.
	 As can be seen from Table 2, the IBMO has the best performance among the eight tested 
algorithms in solving four of the single-peak test functions F1, F2, F4, and F5. It is thus 
demonstrated that the IBMO has excellent local search ability with a significantly better 

Fig. 5.	 (Color online) IBMO operation flow chart.
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convergence effect than other algorithms. The IBMO is also effective in solving the four 
multipeaked test functions F6–F9. Except for the second ranking in solving F9, the IBMO ranks 
first among the eight tested algorithms in solving the multipeak test functions. This demonstrates 
that the IBMO has excellent global search ability and avoids local optima.
	 To further demonstrate the convergence performance of each algorithm, Fig. 6 illustrates the 
convergence curves of each algorithm when solving F1, F4, F5, F6, F7, and F8. 
	 It can be seen that the IBMO has a higher convergence speed and convergence accuracy than 
the other algorithms, which demonstrates that the IBMO has relatively stable and excellent 
convergence performance. 

5.	 Experimental Case Study Based on IBMO

	 We conducted experiments with 18650 type ternary LIB data, whose rated capacity is 2000 
mAh, rated voltage is 3.7 V, and charge/discharge cutoff voltages are 4.2 and 2.5 V, respectively. 

Table 1
Information of each test function, 

Classification Test function Dim Optimum 
value Range

Single-peak 
test functions

2
1 1

n
iiF x

=
= ∑ 30 0 [−100, 100]

2 11
n n

i iiiF x x
==
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3 1([ 0.5])n
iiF x

=
= +∑ 30 0 [−100, 100]

{ }4 max ,1i iF x i n= ≤ ≤ 30 0 [−100, 100]
4

5 1 random[0,1)n
iiF ix

=
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2

6 1 1cos( ) 1
4000

nn i i
i i

x xF
i= =
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7 1( 10 cos(2 ) 10 )n

i iiF x x n
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Table 2
Algorithm test results.
Function Statistical value PSO WOA SOA SFO GWO IGWO BMO IBMO

F1

Optimum value 3.29E−06 2.58E−87 1.09E−13 1.29E−13 5.40E−30 8.72E−96 0.00E+00 0.00E+00
Average value 1.19E−04 1.60E−73 1.44E−11 6.71E−11 1.55E−27 6.37E−92 0.00E+00 0.00E+00

Standard deviation 1.37E−04 6.20E−73 3.54E−11 7.69E−11 2.95E−27 3.33E−91 0.00E+00 0.00E+00
Rank 8 4 6 7 5 3 1 1

F2

Optimum value 3.83E−03 4.80E−58 2.37E−09 6.57E−06 1.22E−17 1.82E−52 2.50E−307 0.00E+00
Average value 3.59E−02 2.37E−51 1.87E−08 3.85E−05 9.85E−17 3.48E−51 1.37E−284 0.00E+00

Standard deviation 4.44E−02 8.82E−51 1.53E−08 3.21E−05 9.42E−17 7.83E−51 0.00E+00 0.00E+00
Rank 8 3 6 7 5 4 2 1

F3

Optimum value 1.05E−05 1.47E−01 2.33E+00 5.12E−08 2.23E−01 2.00E+00 1.34E−01 1.29E−01
Average value 1.14E−04 4.33E−01 3.24E+00 1.41E−02 7.41E−01 2.85E+00 5.69E−01 5.36E−01

Standard deviation 1.13E−04 2.35E−01 5.44E−01 4.45E−02 3.53E−01 3.73E−01 2.85E−01 2.73E−01
Rank 1 3 8 2 6 7 5 4

F4

Optimum value 7.50E−01 4.10E−01 1.85E−05 9.08E−08 6.01E−08 2.13E−37 2.01E−306 0.00E+00
Average value 1.09E+00 5.28E+01 4.25E−03 1.29E−06 7.66E−07 5.81E−35 1.66E−285 0.00E+00

Standard deviation 2.11E−01 2.51E+01 7.76E−03 1.38E−06 1.20E−06 2.42E−34 0.00E+00 0.00E+00
Rank 7 8 6 5 4 3 2 1

F5

Optimum value 6.79E−02 4.28E−05 4.71E−04 1.53E−05 6.98E−04 1.11E−05 2.21E−07 1.56E−08
Average value 1.69E−01 4.70E−03 3.00E−03 6.03E−04 1.63E−03 3.49E−04 3.68E−05 2.83E−05

Standard deviation 6.08E−02 6.91E−03 2.13E−03 4.72E−04 7.60E−04 2.68E−04 3.26E−05 2.19E−05
Rank 8 7 6 4 5 3 2 1

F6

Optimum value 1.33E−06 0.00E+00 1.10E−13 2.12E−15 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Average value 5.86E−03 3.87E−03 2.01E−02 3.52E−12 6.53E−03 1.46E−03 0.00E+00 0.00E+00

Standard deviation 1.03E−02 2.12E−02 2.92E−02 5.71E−12 1.17E−02 4.74E−03 0.00E+00 0.00E+00
Rank 6 5 8 3 7 4 1 1

F7

Optimum value 2.52E+01 0.00E+00 3.41E−13 3.21E−11 6.73E−14 0.00E+00 0.00E+00 0.00E+00
Average value 5.68E+01 0.00E+00 2.10E+00 5.02E−07 3.54E+00 0.00E+00 0.00E+00 0.00E+00

Standard deviation 1.54E+01 0.00E+00 4.40E+00 7.96E−07 4.50E+00 0.00E+00 0.00E+00 0.00E+00
Rank 8 1 6 5 7 1 1 1

F8

Optimum value 5.01E−03 8.88E−16 2.00E+01 1.86E−07 6.43E−14 4.23E−15 8.88E−16 8.88E−16
Average value 2.68E−01 4.83E−15 2.00E+01 2.38E−06 2.23E−13 5.78E−15 8.88E−16 8.88E−16

Standard deviation 5.32E−01 2.62E−15 1.40E−03 2.76E−06 1.42E−14 1.76E−15 4.36E−31 1.00E−31
Rank 7 3 8 6 5 4 1 1

F9

Optimum value 1.63E−07 2.02E−03 1.36E−01 6.63E−10 6.59E−03 1.25E−01 7.45E−03 6.68E−04
Average value 1.04E−02 3.12E−02 3.12E−01 1.48E−02 4.99E−02 2.51E−01 1.83E−01 1.35E−02

Standard deviation 3.16E−02 3.92E−02 1.30E−01 4.23E−02 2.99E−02 1.23E−01 4.11E−01 1.32E−02
Rank 1 4 8 3 5 7 6 2

5.1	 Acquisition of OCV–SOC relationship curve

	 There is a relatively stable relationship between SOC and OCV for the same battery, and an 
accurate OCV–SOC relationship is crucial in the battery identification process.(31) Therefore, an 
accurate OCV–SOC relationship curve should be obtained first.
	 We start charging the battery in a thermostat at a multiplier current of 0.5 C. The OCV–SOC 
relationship at the time of charging is obtained by charging for 6 min at a time, followed by 2 h 
of resting until the charge cutoff voltage is reached. Similarly, the OCV–SOC relationship during 
discharge is obtained. Since the SOC value at each sampling point cannot be measured directly, 
the ampere-time integration method is used to calculate their values with the following equation:

	 1 ,L
j j

N

t iSOC SOC
C+
∆ ⋅

= + 	 (20)

where iL denotes the battery charging and discharging current (positive when charging and 
negative when discharging), j denotes the jth sampling, Δt denotes the sampling interval, and CN 
denotes the rated capacity of the battery.
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Fig. 6.	 (Color online) Algorithm convergence curves.

	 The charge/discharge OCV–SOC relationship for each sampling point is fitted using a 
seventh-order polynomial with the following equation:

	
7 6 5

7 6 5
4 3 2

4 3 2 1 0

( )

.
ocvU soc a soc a soc a soc

a soc a soc a soc a soc a

= ⋅ + ⋅ + ⋅

+ ⋅ + ⋅ + ⋅ + ⋅ +
	 (21)

	 The charge and discharge OCV–SOC fitting curves and their average curve are considered to 
approximate the actual battery, and the three curves are illustrated in Fig. 7.

5.2	 Acquisition of battery operating conditions data

	 After resting the battery for 2 h, charge and discharge experiments were performed on it, and 
the whole experimental process was carried out in a constant-temperature chamber. The 
resulting battery data under two operating conditions are shown in Figs. 8 and 9. The first 
condition is the parameter identification condition, in which parameter identification 
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experiments are conducted to verify the identification performance of the algorithm. The other 
condition is the validation condition, which is used to verify that the ECM of the battery after 
parameter identification is also applicable to other conditions. In Figs. 8 and 9, (a) shows the 
current data of battery charging and discharging and (b) shows the battery terminal voltage data 
measured during battery charging and discharging.

Fig. 7.	 (Color online) OCV–SOC fitting curves and their average curve.

Fig. 9.	 (Color online) Verification condition.

Fig. 8.	 (Color online) Parameter identification condition.
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5.3	 Parameter identification process

	 The root mean square error (RMSE) can better reflect the error between the identified value 
and the actual value; thus, the RMSE of voltage is chosen as the fitness value function of the 
IBMO in this study, with the fitness expressed as

	 ( ) ( ) 2

1

1 ( ) ,
Z

k k
m t

k
Fitness U U

Z =
= ⋅ −∑ 	 (22)

where Um
(k) is the kth measured voltage, Ut

(k) is the kth simulated voltage, and Z is the total 
number of samples.
	 The IBMO-based parameter identification process is as follows.
(1)	Input the discriminated working current data and the actual measured voltage data matched 

with it.
(2)	Obtain the SOC data and the OCV curve corresponding to the SOC through the OCV–SOC 

curve by the ampere-time integration method.
(3)	Import the current, voltage, SOC, OCV, and the mathematical expressions for the ISO RC 

model into the IBMO, and iteratively optimize the model parameters by the IBMO to identify 
parameters including R, Rpa, Rpb, Cpa, and Cpb.

(4) Output the model parameter identification results of the IBMO.

5.4	 Experimental results and analysis

	 The BMO and IBMO were used for parameter identification for the ISO RC model under the 
identification condition (Fig. 8), whereas the LS, PSO, and BMO were used for parameter 
identification of the ordinary SO RC under the same conditions as in the control experiments. 
The obtained parameter identification results are shown in Table 3.
	 The parameter identification results of the five models shown in Table 3 are simulated for the 
operating conditions shown in Fig. 8, and the voltage simulation results are shown in Fig. 10. 
From Fig. 10, for the BMO algorithm, the simulated voltage of the BMO-ISO RC model (red line) 
is closer to the real value (black line) than that of the BMO-SO RC model (green line), which 
demonstrates that the ISO RC model can better reflect the actual operation of the LIB and the 

Table 3
Parameter identification results of each model.

Model Parameter
R Rpa Rpb Cpa Cpb

LS-SO RC 0.0285 0.0395 0.0412 28.63 415.76
PSO-SO RC 0.0356 0.0322 0.0485 33.14 390.87
BMO-SO RC 0.0334 0.0023 0.0503 43.31 488.57
BMO-ISO RC 0.0316 0.0399 0.0401 30.23 469.93
IBMO-ISO RC 0.0301 0.0347 0.0434 20.00 377.04
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validity of the correction to the model in Sect. 3. Moreover, the simulated voltage of the IBMO-
ISO RC model (blue line) is closest to the real value, indicating that it has the best simulation 
performance and can better simulate the operating characteristics of LIBs than the other models, 
thus demonstrating the effectiveness of the improved algorithm and model in this study.
	 The voltage error values between the simulated output voltage and the actual measured 
voltage for the five models are shown in Fig. 11. The voltage error of the IBMO-ISO RC model is 
the smallest, followed by that of the BMO-ISO RC model.
	 RMSE, R-square (R2), mean absolute percentage error (MAPE), and cumulative error (CE) 
were used to evaluate the performance of the models. RMSE and MAPE can better reflect the 
degree of deviation of the simulated voltage from the actual measured voltage; the smaller their 
values, the smaller the deviation of the simulated voltage. R2 reflects the degree of fit between 

Fig. 10.	 (Color online) Voltage simulation results of the models.

Fig. 11.	 (Color online) Voltage simulation errors for the five models.
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the model simulation curve and the actual measured curve. If R2 is close to 1, the fit is good, and 
if R2 is close to 0, the fit is poor. CE reflects the overall effectiveness of the simulation. The 
smaller its value, the greater the overall effectiveness of the simulation of the model. The 
expressions for the above errors are below. The errors of each model for the identified working 
conditions are shown in Table 4.

	 ( ) ( ) 2

1

1 ( )
Z

k k
m t

k
RMSE U U

Z =
= ⋅ −∑ 	 (23)

	

( ) ( ) 2

2 1

( ) ( ) 2

1

( )
1

( )

Z
k k

m t
k
Z

k k
m t

k

U U
R

U U

=

=

−
= −

−

∑

∑
	 (24)

	
( ) ( )

( )
1

100% k kZ
t m

k
k m

U UMAPE
Z U=

−
= ⋅∑ 	 (25)

	 ( ) ( )

1

Z
k k

m t
k

CE U U
=

= −∑ 	 (26)

Here, ( )k
tU  denotes the mean value of ( )k

tU  and other variables have the same meaning as in Eq. 
(22).
	 Table 4 shows that the RMSE and MAPE values of the BMO-ISO RC model are smaller than 
those of the BMO-SO RC model, the R2 value is closer to 1 than that of the BMO-SO RC model, 
and the CE value is only 397.85. This demonstrates that after considering the hysteresis effect of 
the LIB, the ISO RC model can reflect the operating characteristics of an LIB more accurately 
than the SO RC model and has a greater recognition effectiveness. All four error evaluations of 
the IBMO-ISO RC model are optimal, with the lowest RMSE and MAPE values of 0.0431 and 
0.38%, respectively. This indicates that the IBMO-ISO RC model has the smallest deviation 
between the simulated voltage and the actual measured voltage. Its R2 value is 0.9686, which is 
the closest to 1 among the five models, indicating that its voltage simulation curve most closely 

Table 4
Model errors under identification condition.

Model Error type
RMSE R2 MAPE CE

LS-SO RC 0.0547 0.9495 0.85% 615.27
PSO-SO RC 0.0495 0.9587 0.60% 427.81
BMO-SO RC 0.0514 0.9555 0.72% 519.90
BMO-ISO RC 0.0467 0.9634 0.55% 397.85
IBMO-ISO RC 0.0431 0.9686 0.38% 265.89
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fits the actual curve. Meanwhile, its CE value is only 265.89, which is the smallest among all 
models, demonstrating that the overall simulation effectiveness of the IBMO-ISO RC model has 
been greatly improved compared with the other models and the effectiveness of the improved 
algorithm and model.
	 The parameters obtained from the IBMO-ISO RC model identification are kept constant 
while the validation current shown in Fig. 9 is input. Figures 12 and 13 show the voltage 
simulation results and the error voltage of the model under the validation condition, respectively.
	 As seen in Figs. 12 and 13, the model maintains high simulation accuracy even though the 
working current has changed. In the SOC interval of [0.2, 1], the error is mostly less than 0.04 V, 
as expected, although the error is larger when the SOC is less than 0.2. Under the validation 
condition, the model maintains high stability and accuracy. This indicates that for the same 
battery, the parameters obtained by the IBMO-ISO RC model from one working condition are 
applicable to other working conditions of this battery, which demonstrates the generality of the 
model. The simulation voltage errors for each model under the validation condition are shown in 
Table 5.
	 As shown in the table, the simulation error of the IBMO-ISO RC model remains at a low 
value as the working current changes. Its RMSE and MAPE values are 0.0483 and 0.56%, 
respectively, which are the smallest among the five models. Moreover, its R2 is closest to 1, 
indicating the closest fitting. Its CE is reduced by 326.98, 211.45, 271.25, and 138.86, respectively, 
compared with the other four models, thus indicating the improvement of overall simulation 
results. 

Fig. 13.	 (Color online) Model simulation error under 
the validation condition.

Fig. 12.	 (Color online) Simulation results of the 
model under the validation condition.

Table 5
Model errors under validation condition.

Model Error type
RMSE R2 MAPE CE

LS-SO RC 0.0642 0.9112 0.96% 637.84
PSO-SO RC 0.0587 0.9311 0.84% 522.31
BMO-SO RC 0.0612 0.9224 0.91% 582.11
BMO-ISO RC 0.0531 0.9385 0.75% 443.25
IBMO-ISO RC 0.0483 0.9494 0.56% 310.86
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	 The parameter identification method proposed in this study is competitive with methods in 
other studies. For example, He et al.(32) used PSO incorporating an adaptive optimization 
strategy for parameter identification of LIBs, and MAPE of the identification results was 1.5%. 
The recursive LS method used by Yang et al.(33) was applied to the experimental data in this 
study, and the RMSE value was 0.0473. Ling and Wei(34) used an adaptive genetic algorithm to 
identify the model parameters offline, and the RMSE value was 0.0490. Peng et al.(35) used an 
improved adaptive dual traceless Kalman filter algorithm for battery model parameter 
estimation, and its error band was controlled at 2.8%, whereas the error band of the proposed 
method in this study was controlled at less than 1%. Compared with the parameter identification 
methods reported elsewhere, our proposed method is competitive according to the results of our 
analysis of the error evaluation index, thus demonstrating its accuracy and effectiveness.

6.	 Conclusion

	 The work carried out in this study is summarized as follows.
(1)	We propose the IBMO by introducing tent chaos mapping, the cosine control factor, and 

Levy flight strategy into the BMO. The IBMO effectively solves the problem of the BMO 
tending to fall into a local optimum and it also has better convergence performance.

(2)	We propose an ISO RC model, which can better cope with complex battery conditions with 
higher accuracy.

(3)	We establish an IBMO-ISO RC parameter identification model based on the IBMO. The 
simulation effect of the IBMO-ISO RC model is verified for two working conditions, and the 
results show that the IBMO-ISO RC model has higher simulation accuracy and stability than 
the other models used for comparison, with RMSE of only 0.0431 and 0.0483 and MAPE of 
only 0.38 and 0.56% for the two conditions.

(4)	The proposed IBMO algorithm can be applied not only to the LIB parameter identification 
problem, but also to other optimization problems, for example, the model parameter 
identification of sensors and some optimization problems in the field of sensors.

	 The proposed IBMO algorithm still fails to converge all test functions to the global optimum, 
and there is scope to improve its convergence performance. In future research, we will focus on 
addressing this limitation. For example, the algorithm can be further improved to model the 
characteristics of a sensor to improve its effectiveness for sensor model parameter identification.
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