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	 Visually impaired and blind people use several mobile phone applications that enable them to 
socially interact in social media platforms. However, photography is challenging for them since 
it requires focusing on a target object. To address this issue, we developed a haptic viewfinder to 
assist the user in locating an object within the image frame of a mobile phone application. The 
system is initialized through speech-to-text conversion to provide the system an input on what 
item the user wants to focus on. To guide the user, the device uses artificial intelligence and 
image processing to locate objects, and then provides a vibrotactile feedback to localize a target 
object’s location. Moreover, we evaluated the effectivity of the vibration through Eulerian 
motion magnification.

1.	 Introduction

	 According to a study conducted by Wu and Adamic,(1) visually impaired people have the 
same number of social activities as people without vision impairment in Facebook, such as 
posting daily status and photographs. Such activities are possible through the different assistive 
devices geared towards blind photography. To name a few assistive applications, on-screen 
readers and aim-assisting photography are among the popular technologies available today.(2,3) 
However, some, if not all, aim-assisting photography applications reduce the creativity of a 
visually impaired and blind (VIB) user by removing a few features that make the application 
easy to use.(3) Therefore, in this study, we would like to improve current aim-assisting 
applications while maintaining the ease of using such applications. 
	 In studies conducted by Radecki et al., sonification was used to let VIB students ages 10 to 16 
years old understand shapes and images with only a few sessions of training.(4) Sonification 
maps the characteristics of an image into a certain frequency band. Moreover, the conversion 
process has been tested in audio modulation studies. In this study, we explore the possibility of 
its usage in vibrotactile displays to convey information. Previous research studies on vibrotactile 
displays and devices include navigation assistance,(5,6) shape determination,(7–9) and screen 
location searching.(10–12) With vibrotactile displays, the researchers used sonification to guide 
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their users in aiming their mobile devices. In this article, we will include the methods used to 
create the device, the test used to evaluate the overall system, and related theories that affect the 
overall design of the system. We will demonstrate the possibility of creating a device capable of 
controlling vibration through the location of the subject relative to that of the user’s finger, but 
would not delve deeper in the creation of the text-to-speech algorithm, object detection models, 
and vibration-dampening materials. The proposed external hardware is a vibrotactile device, 
called the haptic viewfinder, which is paired with modern Android devices.

2.	 Materials and Methods

	 Figure 1 shows the system flowchart of the proposed haptic viewfinder. The haptic 
viewfinder acts as a location feedback system built on an Android operating system platform. 
Initialization is performed through speech control wherein the user would make a request to 
search for a specific object. Speech input is taken in through an Android mobile phone. The 
input would then trigger the camera of the mobile phone to initialize the search for the object 
within the frame of the application. Subsequently, through object detection and the use of 
artificial intelligence, the haptic viewfinder would use the context of the input speech to locate 
the object. Given that object detection models localize multiple objects within a frame, the haptic 
viewfinder uses the mobile application to search for the sought-out object and concurrently 
returns a certain magnitude value to scale the corresponding vibration feedback of the hardware. 
The vibration system guides the user in localizing the specified object. The system uses a pre-
trained object detection model in combination with the coordinates of the finger to control the 
strength of the vibration feedback of the external device. If the desired object were not found, the 
system would have no feedback. 

2.1	 Natural language processing and object detection model

	 Natural language processing (NLP) is implemented to select the target that will be searched 
by the mobile application. The NLP was made possible by the Android OS’ SDK. It allows the 

Fig. 1.	 (Color online) System flowchart of proposed haptic viewfinder.
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speech-to-text function called “android.speech.SpeechRecognizer” to invoke the speech-to-text 
capability of the Android device. This process is used to remove the common limitation of 
current aim-assisting mobile applications that only focus on human faces.(2) On another note, the 
risk of using two hands for the device is also lessened as one of the stated possible problems by 
Vázquez and Steinfeld, which is commonly used by VIBs for other assistive devices (white 
canes) or companions (guide dogs).(2) However, as a limitation to the concept, the researchers 
assume that the user has sufficient knowledge that the target object is within the phone’s 
peripheral vicinity. 
	 After determining that the target object is within the list of items found in the frame, the 
overall system uses a pretrained mobile net model taken from the TensorFlow API and was 
significantly reduced by compressing the model using TensorFlow Lite (Table 1).(13) The model 
was pre-trained with the COCO dataset, which already has 90 classes. As a base prototype of the 
device, note that the object classes, although more than needed, are already capable as a place-
holder model for the current experimentation procedure.

2.2	 Motor frequency algorithm

	 Upon determining the location of the object, the information is then converted for feedback. 
A previous study by Tekli et al. indicated that simple shapes are easier to understand for 
vibrotactile displays.(8) By using the bounding box as a basis for the simple shape, the vibration 
frequency is arranged in ascending order as the user’s finger runs closer to the shape. The 
method is based on the experiment performed by Radecki et al. in determining the different 
elevations in a map.(4) Moreover, another study showed that a gradient descent of vibration 
amplitude for haptic perception to locate the center is easily understood by examinees.(14) 

Table 1
Classes of TensorFlow Lite model used.
person bicycle car motorcycle airplane
bus train truck boat dog
traffic backpack light fire hydrant stop signv
parking meter bench bird cat horse
sheep cow elephant bear zebra
umbrella handbag tie suitcase frisbee
kite baseball bat baseball glove skateboard surfboard
glass cup fork knife spoon
sandwich orange broccoli carrot hot dog
couch potted plant bed dining table toilet
remote keyboard cell phone microwave oven
book clock vase scissors teddy bear
toothbrush sink toaster refrigerator hair drier
TV donut pizza cake chair
bowl banana apple laptop mouse
skis snowboard sports ball tennis racket giraffe
bottle wine
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	 To properly convey the information, vibration amplitudes of the four vibration motors are 
controlled through phantom sensation. Vibrations occurring in solid objects affect each other, 
making it difficult to determine the place of vibration, in comparison with out-of-body and on-
skin phantom sensations.(15) However, if the vibration is dynamic or moving, the vibration from 
solid objects could inform the user with its location. Therefore, by using a finger on the 
capacitive screen sliding throughout the frame, the vibration would have a dynamic gradient 
depending on the Euclidean distance of the finger to the target object center (Fig. 2). The 
saltation intensity is determined through the equation

	   ,f t
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where f td −  is the Euclidean distance of the finger to the target object center and maxD  is the 
maximum distance of the difference, which in this case is the length of the frame’s diagonal.
	 The vibration frequency is distributed to four different vibration motors constrained at the 
four corners behind the video frame. With phantom haptics in mind, all vibration motors would 
affect each other on the basis of their frequency and distance from the finger. By the method of 
Park and Choi, the vibration strength of each motor is determined as(11) 
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where ix  is the horizontal distance of the finger to the vibration motor i, maxx  is the maximum 
distance of the horizontal difference or the frame width, and iy  is the vertical distance of the 
finger to the vibration motor i. 

Fig. 2.	 (Color online) Representation of distances and slopes considered to solve for vibration frequencies. 



Sensors and Materials, Vol. 34, No. 5 (2022)	 1967

2.3	 Hardware
	
	 To build the prototype, three main components, namely, an ESP32 development kit (devkit), 
four eccentric rotating mass (ERM) vibration motors, and a buzzer, are used. The main 
controller of the device is the ESP32 devkit. The microcontroller unit has the basic functions 
required for the device such as Bluetooth (BLE) communication with the Android mobile device 
and pulse width modulation for the ERM vibration motors. The system would be handheld and 
coupled with the user’s mobile phone. The device uses three Li-ion batteries (3.7 V each), each 
having a storage capacity of 2300 mAH. Finally, the device also uses a small 3 V buzzer to 
determine the moment the finger is already inside the bounding box. The device is built into a 
mobile device casing 3D-printed using polylactic acid (PLA). 

3.	 Results and Discussion

3.1	 Haptic viewfinder and mobile application

	 Figure 3 shows the prototype with its height, length, and width of 182, 84.4, and 56.4 cm, 
respectively. The total device weight is approximately 0.4 kg without the mobile phone. The 
dimensions are fitted for the use of a Samsung A71 Android mobile phone. Communication with 
the ESP32 devkit is established through BLE communication. Subsequently, the object detection 
responds to multiple objects in real time and will only vibrate once the user initializes the target 
object through speech input as shown in Fig. 4. 

3.2	 Experimental results
	
	 The haptic viewfinder is tested through Eulerian motion magnification (EMM). It magnifies 
minute changes in the pixels of a video and amplifies them to be visible to the naked eye.(16) It 
uses the video feed to capture vibrations by separating the high-frequency and low-frequency 
components of the video. Then, the low-frequency video motion is magnified and later on 

Fig. 3.	 (Color online) Haptic viewfinder prototype 
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combined back to the high-frequency component of the video. The resulting video enhances the 
motion of vibration, which is typically indistinguishable to the naked eye. In the case of the test, 
a short 2 min video is shut in 240 frames per second to capture only the notable differences in 
frequency mentioned in previous studies.(17,18) The video would only contain the vibrations of 
the external device to remove the light variation from the mobile phone. On the other hand, the 
mobile phone is still operating and continuously sending Bluetooth commands to the device. A 
target is observed using the camera on the lower left part of the frame while the user’s finger is 
located on the upper right as shown in Fig. 5(a). The video is then cut to 1 min segments, 
removing interruptions from the start and end of the experiment. The video is then run through 
the EMM algorithm with the magnification value set to 50. The unmagnified video is then 
subtracted from the magnified video and a pseudo-color is imposed to clearly observe the 
vibration throughout the device. Figure 5(b) shows a 3D graph of the vibration signals. 

3.3	 Discussion

	 In the completion of the first prototype, some improvements could be addressed in future 
works. One improvement is to study what objects should be included in a camera-oriented 
mobile application. In the current works stated above, most camera apps only include text 
finders, face finders, and pedestrian objects(2). However, studies for commonly posted social 
media images have not been discussed for camera assistive mobile applications. Another point of 
improvement is the use of a device with higher isolation performance and a different haptic 
actuation. In the papers of Yang et al.(6) and Seo and Choi,(11) linear resonant actuators are used 
to separately control the amplitude and vibration strength. Subsequently, owing to the current 
pandemic, we are not able to perform tests on VIB users. We plan to work with them to test the 
system in the near future.

Fig. 4.	 (Color online) Mobile applications with (a) one object, (b) multiple similar objects, and (c) multiple different 
objects.

(a) (b) (c)
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4.	 Conclusions

	 A haptic viewfinder is an assistive device for assistive aiming without limiting the creative 
freedom of VIB users. Its design and algorithm are based on the theory of sonification and 
phantom haptic studies that map images or shapes to different frequencies. These frequencies 
are used as the basis for vibration modulation in guiding the user to the desired target object. 
Through Eulerian motion magnification, the desired vibration location and modulation are 
visible and have been tested. The proposed device can be a potential assistive device for 
improving VIB photography and we will test it after pandemic restrictions are eased. 
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